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The issues of building an automated learning system “Sets” which will allow students to master one of the important topics
of the discipline “Discrete Mathematics” and to develop logical and mathematical thinking in this direction are studied.
The corresponding topic of the 1st part of the project includes materials related to the concept of a set, operations on sets,
algebra of sets, proofs of statements for sets, and the derivation of formulas for the number of set elements. The system
is based on a construction of the statements proof editor for a set and of the formulas derivation editor for the number of
set elements, both editors are to be used for teaching. The first of these allows students to split the original statement into
a number of simpler statements, taken together equivalent to the original statement, to choose a method of proving each
simple statement and to conduct their step-by-step proof. The second editor allows (using the inclusion-exclusion principle
and the formula of the number of complement elements) to derive a step-by-step formula for the number of set elements
through the specified numbers of elements for sets from which the resulting set is constructed.

An important part of the system is to monitor the correctness of all actions of students, and on this basis the entire learning
system is developed. The logical supervision over the correctness of the selected action in the first editor is performed by a
Boolean function created by the system and corresponding to this action and by checking it for identical truth. In the second
editor, invariants such as characteristic strings of the set and of its number of elements are used for verification. The rest of
the system is related to learning of set algebra and to preparation to editors usage. The main focus here is on the learning
strategy in which testing the understanding of the learned material is rather rigorous and eliminating the random choice of
answers. The division of the material into sections with verification of the success of teaching not only by tests, but also by
exercises and tasks, allows students to master the complex logical and mathematical techniques of proving statements for
sets and derivation of formulas for the number of set elements.
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ABTOMaTHU3NpPOBaHHAs o0ydJaromias cucremMa « MHO>KecTBa»

(nccremoBaHUs opraHmsanuu 1-m yacTu npoeKTa)
B.C. Py6nes', M. . Kounakos' DOI: 10.18255/1818-1015-2021-1-90-103

1Hpocnch1<m7[ rocynapcrBeHHbINN YHuUBepcureT uM. IL.T. lemnnosa, yi. CoBerckas, 14, r. SIpocnasis, 150003 Poccnms.

YK 510.52:372.851 IMonyueHa 4 gexadps 2020 r.
Hayunag cratbesa ITocne mopaborku 14 gexabpst 2020 .
ITosHBIN TEKCT HA aHTIIMIICKOM SI3BIKE IIpnusara k ny6iaukanuy 12 mapra 2021 1.

HccnenyroTest BOIIPOCHI OCTPOEHIS aBTOMATU3YPOBAHHOI 00yUaroIeil cucTeMbl « MHOXeCcTBa», KOTopas II03BOJIAT yUa-
LIeMyCS OCBOMTH OOHY M3 BXHBIX TeM OMCLMIUIMHBI «[{ucKpeTHas MaTeMaTMKa» U pasBUTh JOTMKO-MaTeMaTIrdecKoe
MBIILIJIEHNE B 3TOM HanpasieHny. COOTBeTCTBYIOIad TeMa 1-11 uacTy IIpOeKTa BKJII0YaeT MaTepuall, CBI3aHHBIN C TOHATI-
€M MHO)KeCTBa, OIlepal(MsaMIL HaJ MHOXeCTBaMIL, ajIre0poil MHOXECTB, JOKa3aTeIbCTBAMIL YTBEPKIEHIII IS MHOKECTB,
BBIBOZOM (OPMYJ AJI KOJMUYECTBA 3JIEMEHTOB MHO)KECTBA. B OCHOBe CHCTEMBI JIEXKUT ITOCTPOEHNE C LIeJIbI0 MCIIOIb-
30BaHMs M) OOyUeHNs peJakTopa HOKasaTeJbCTBA YTBEPXKAEHMII [T MHO)KECTBA U PefaKTopa BbIBO#A (GOPMYI IS
KOJITUEeCTBa 9JIEMEHTOB MHO)XeCTBa. [IepBBIil M3 HYIX IT03BOJISIET CTYAEHTY pa3OuUTh CXOJHOE yTBEPXKAEHE Ha psax 6osee
TIPOCTBIX YTBEPXKAEHMIT, B COBOKYITHOCTH 9KBUBAJIEHTHBIX MCXOJHOMY yTBEP)KAEHIIO, BBIOPATh METOJ JOKa3aTelbCTBa
Ka’XKJI0T0 IIPOCTOTO YTBEPKIEHN M IIPOBECTM X ITOIIaroBoe J0Ka3aTeJIbCTBO. BTopoil pegakTop I03BOJIAET, MCIIONb3YyS
¢hopMyIly BKIIOUEHMS M VICKJIIOUEHMs U (POpMyIy KOJIMYECTBA JIEMEHTOB NOIIOJHEHVS, BBIBECTHU IIOIIAroBO (GOPMyILy
IUIS KOJIIYecTBa 3JIeMEeHTOB MHOKeCTBa Uepe3 3aJaHHbIe KOINYecTBa 3JIeMeHTOB, CBI3aHHBIX C HUIM MHOXXECTB.

Ba)XHOII YacTBIO CUCTEMBI ABJISIETCS KOHTPOJB IIPAaBUIBHOCTI BCeX MEVICTBUII CTyeHTa, M Ha 3TOJ OCHOBe pa3paboTaHa
Best cucreMa obyuenys. JIormuecKuii KOHTPOJIb IPABMIBHOCTY BBIOPAHHOIO AEVICTBUS B IIEPBOM PeJAKTOPE OCYLI{eCTBIISI-
€TCsl CO3aHMeM CUCTeMOII OyIeBoit QYHKIINY, COOTBETCTBYIOLIEN 9TOMY AEICTBIIO, U IIPOBEPKOIL ee Ha TOKIECTBEHHYIO
VICTMHHOCTB. BO BTOpOM pefakTope I KOHTPOJIS VICIIONb3YIOTCA TaKye MHBApMAHThI, KaK XapaKTepUCTIYecKas CTpoKa
MHOXXECTBA U XapaKTepUCTUYecKasd CTPOKa KOJIMYeCTBa 3JIEMEHTOB MHOkecTBa. OcTajbHAA UACTh CUCTEMBI CBA3aHA C
obyueHMeM anrebpe MHOKECTB ¥ IIOATOTOBKE K JCIIOJIb30BaHMUIO peJaKTOpoB. IIpu 3TOM OCHOBHOe BHUMAaHINE yXes-
eTcsi crpareruy o0ydueHms, IIpy KOTOPOJI IIpOBEpKa IIOHMMAHNS YCBOEHHOIO Marepuala sBJISEeTCS JOBOJIBHO CTPOrOiL,
VICKJIIOYAIOLIell CIyUaifHbIil BEIOOp 0TBeTOB. PasbmeHne Marepnana Ha CEKUMM C KOHTPOJIEM YCIIEIIIHOCTI O0yUeHMs He
TOJIBKO TeCTaMI, HO M yIPAKHEHNIMI I 3aladyaMI, II03BOJIIeT CTyAeHTY OBJafeTh CJIOKHBIM JIOTMKO-MaTeMaTIieCcKIM
aImnapaToM J0Ka3aTeIbCTBA YTBEPIKAEHNUIT A1 MHOYKECTB ¥ BHIBOA (OPMYJIBL AJIS KOJIMUECTBA 3JIEMEHTOB MHO)KECTBA.

KirroueBple ciI0Ba: KOMIIBIOTEPHOE 00y UEHIE, AMCKPETHBIE MHOXKECTBA, ajlre0pa MHOKECTB, YTBEPKAEHIS 11 MHOKECTB,
IIOLIIATOBOE JOKAa3aTeNbCTBO, KOIIMYECTBO 9JIEMEHTOB MHOKECTBA, BBIBOZ (POPMYJIBI, KOHTPOJIb KOPPEKTHOCTI
MHOPOPMAIIMA OB ABTOPAX
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Introduction

The challenge of teaching mathematical and computer sciences to the majority of students is caused by
the low quality of school education, which is focused not on the thinking development, but on memorizing
algorithms for solving some typical problems. This problem in the field of teaching students to develop new
computer technologies can only be solved by individual teaching. But this approach requires a huge amount
of additional time from the teacher. The solution is to develop computer-based automated teaching systems
(ATS), which can be used not only to check knowledge, but also to conduct basic level teaching.

Most software systems called learning systems (for example, Moodle, Claroline, Dokeos,
ATutor [1-11]) do not support the full learning cycle (methodologies) — they are just applications that pro-
vide access to texts, issue tests, and check student’s memory ability. The best solution is to use various
methods of adaptive learning in the learning processes, which are focused on a specific subject of study and
on the individual characteristics of each student. Their features are:

« intelligent analysis of problem solutions;

« interactive support for problem solving;

« support in solving problems using examples;

« adaptive navigation support;

« adaptive view;

« adaptive support for collaboration of system users (students).

This provides the system with flexibility in relation to users and in relation to the presentation of a study
material. In addition, the theoretical and methodological basis is the statement that teaching can be reduced
to a set of the following components:

« information needed to study;

« control activities that allow you to test your knowledge of given materials;

« the way to assess the level of knowledge gained;

+ follow-up management — an important and complex mechanism that makes the system namely teach-

ing.
When developing such a system, you need to solve a number of problems: how to divide the material, how
to check knowledge, and how flexible the system will be in relation to users.

The check by testing of student’s memory is insufficient for the ATS for branches of exact sciences, which
should teach data analysis, formalization, analysis, reasoning, and transformation. The use of computer
algebra [12-15] is the basis for the construction of such systems. For example, one of the paper authors used
this to construct ATS of computational complexity of algorithms [16-21].

In this paper, we consider computer-based learning models for proving statements for sets and deriving
formulas for the number of set elements through specified numbers of other sets elements. These models
can be divided into 2 groups: models for conducting of proofs for assertions or deriving of formulas for the
number of set elements, and learning models that prepare students to use the first group of models.

1. The problem of constructing a proof editor of statements for sets

To solve the problem specified in the headline, select the following task sequence:

Limitations on the type of statements for sets for whose prove you need to build an editor.
Equivalent transformation of the sets included in the statement.

Splitting the basic statement into an equivalent set of simple statements.

The choice of the method of proving a simple statement and the selection of an initial set of premises
in it.

Definition of the elementary step of the proof.

6. Control of the correctness proof by the editor.

oW =

b

92



Automated Teaching System “Sets” (Research for Organizing the 1st Part of the Project)

1.1. Statement type constraints for sets

In the general case of the statement we will consider some universal set U and its subsets Xi, Xy, ..., Xj,.
The statement uses formulas for these subsets, constructed with operations complement, intersection, union,
and brackets, changing the order of these operations, if necessary.

We restrict ourselves to statements for sets of the following form

<conjunction of set relations> {— | <>} <conjunction of set relations>.
So in example (1)

XIOYZUY:g:(XzUXg)ﬂYl <—>X10X20X3=®/\X2§X1UX3 (1)

it is argued that the equality of two sets given by expressions takes place if and only if the intersection of
the subsets is empty and the second subset is included in the union of the other two.

1.2. Equivalent transformation of sets included in the statement

To simplify the process of a proof conducted by a student, it is recommended to simplify the complex
expressions of some sets of statements. In this case, we mean the representation of a complex expression in
the form of a union of sets (and their intersections) in some cases or as the intersection of sets (and their
unions) in other cases. So in example (1) transformation of the set on the left side of the set equality (it by
A) denote

AExlﬂYZUY3=(Y1UX2)0X3=(Y10X3)U(X2UX3) (2)

gives both views (2). The set of the right part of the equation (it by B) denote is already represented in (1) by
an intersection, and the union is obtained by the following transformation

BE(X2UX3)OY1=X20Y1UX30Y1. (3)

The reason why such representations of the set are important is the possibilities of simplifying the conduct
of the proof. The representation of a set as a union of its subsets allows us to divide the further proof into
separate branches, where the membership of an element to a set becomes easier by dividing it into cases
of belonging to a particular subset, and the proof for each such branch is simplified and can be conducted
separately. Representation in the form of intersection simplifies the proof of the conclusion about non-
belonging to some set due to the fact that it is enough to obtain first the result about non-belonging to one
of its subsets of intersection.

1.3. Splitting the basic statement into an equivalent set of simple statements

If there is an equivalent operation in the basic statement, the statement can be replaced by a conjunction
of two statements with implications in one direction and the other. So the statement example (1) can be
replaced by the conjunction of the following statements (with the replacement of the parts of the set equality
by the introduced notations A and B):

AZB—>X10X2HX3:®/\X2§X1UX3 (4)

XlﬂXZOX?,:@/\XzQXlUXg—)A:B (5)

Note that statement (4), having in conclusion the conjunction, can be spitted into 2 statements. In state-
ment (5), the ratio of equality of 2 sets at the end of the implication can be replaced by the conjunction of
2 inclusion, and therefore the statement (5) can also be divided into 2. As a result, we obtain the following
partition of the basic statement (1):

A:B—>X10X20X3:® (6)
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A=B—>X2§X1UX3 (7)
XlﬂX2r\X3=®/\X2§X1UX3—>A§B (8)
XinXonX5=0AX,cXjuXs > Bc A 9)

An example of reducing the proof of the basic statement (1) to the proof of 4 simple statements (6)-(9) shows
that this can be done in other cases of the basic statements.

1.4. The choice of a method of proving a simple statement and the selection of the initial set
of premises in it

In a simple statement, when performing the premises of the left part of the implication, it is necessary to
prove the truth of the right part of the implication (call it a target statement). There are 2 methods of proof
when the target is the ratio of inclusion of sets:

+ direct method when we prove for an arbitrary element of the universal set, that from the belonging
of an element to the included set follows its belonging to the including set (call it a target output), that
is, the accuracy of the inclusion.

« indirect method, when we assume the opposite in the target statement (exists an element of the univer-
sal set that belongs to the included set of the target relation of the inclusion of sets, but does not belong to
the including set) and by a consistent output come to a contradiction with the conjunction of premises
left part of the implication to this simple statement.

For example, in simple statements (7)-(9) both methods are possible. However, for statement (7) it is more
rational to apply the method (perhaps indirect fewer steps of proof), and for statements (8)and (9) the direct
method is more rational.

If the target statement is the equality of a set to an empty set or to a universal set, then only the indirect
method is rational. In this case, the existence of its element is opposite for an empty set, and the existence of
an element that does not belong to this set is opposite for the equality of a certain set to a universal set. For
a simple statement (6) you need to use an indirect method and show the contradiction with the premises of
the statement.

The proof of any method begins with sequential steps, each of which is based on a premise. The initial
premise in the direct method of proof'is that an arbitrary element of the universal set belongs to the included
set of the target statement. For example, for statement (8), the initial premise is the expression Vx : x € A.

The initial premise in the indirect method of proof is the denial of the target statement, which is expressed
by the existence of an element that contradicts the target statement. For example, for (6), the initial statement
premise is the expression 3x : x € Xj n X, n X3, and for (7) — statement 3x : x € X3, x ¢ X u X.

In addition to the initial premise, conclusions can be based on assumptions statement related to the
conditions (left side of the implication). The statement system prepares them as the initial set of premises,
adding to it the initial premise. Meanwhile

1) to the equality of sets (for example, C = D) there correspond 4 premises (in the example, x € C — x €
D,xéD—>x€C,x¢C—ox¢D,x¢é¢D— x¢C),

2) to the inclusion case (for example, X, < X; u X3) there correspond 2 premises (in the example,
x€X; > x€eXjuXzand x € X;u Xz — x € X3);

3) to the equality of a set to the empty set (for example, X; n X, n X5 = @) there correspond 1 premise (in
the example, x ¢ Xj n X, n X;3);

4) and the equality of a set to the universal set (for example, Xj u X, u X5 = U) also matches 1 premise
(in the example, x € X; u Xz u X;).

For each elementary conclusion of the proof, if it is true, the system adds the conclusion as a premise to
the set of premises of the proof or branch of the proof (more on that in the next section).
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1.5. Definition of the elementary step of the proof

The proof is conducted with the help of a sequence of steps, at each of which an elementary conclusion
is drawn, based on the indicated premises for conclusion. For educational purposes, we limit ourselves to
only elementary conclusions based on no more than 2 premises. For elementary conclusions, the following
ideas are used:

1. If an element belongs to a certain set (for example, premises x € C), the output can be its belonging

to any set, covering the set of the premises (in the example, the output x € C u D).

2. If an element belongs to two sets (for example, 2 premises x € C and x € D), the output can be an
element belonging to the intersection of these sets (in the example output x € C n D).

3. If an element belongs to a set (for example , x € C n D), it belongs to each part of it (in the example,
2 outputs x € C and x € D).

4. If an element belongs to a set (for example, the premise x € C), it does not belong to its complement
(in the example the output x ¢ C).

5. If an element does not belong to a set (for example, premise x ¢ C), it belongs to its complement (in
the example, the output x € C)).

6. If an element does not belong to two sets (for example, 2 premises x ¢ C and x ¢ D), it does not belong
to the union of these sets (in the example the output x ¢ C u D).

7. If an element does not belong to a union of sets (for example, the premise x ¢ CuD), it does not belong
to any of these union sets (in the example, the output x ¢ C and the output x ¢ D).

8. If an element belongs to a union of sets (for example, the premise x € C u D), it can belong to one of
these union sets (in the example, the output x € C and the output x € D) - this output is called the
splitting of the cases.

Note that the splitting into cases can be conducted in different ways. A partition where the sets of cases
do not intersect is called alternative. As an example of the premise x € C u D you can write the following
division into cases: the output x € C and the output x € D n C. This is especially important when for one
case, the further conclusion is easily built. Then, for the second case, additional information is obtained,
which can help in the further conclusion. If the first case is also difficult, it can be divided into 3 cases: the
output x € C n D, the output x € C n D and the output x € D n C.

Note also that the division into alternative 2 cases of belonging to a certain or set non-belonging to this
set can always be done without relying on premises (for example, the output x € C and the output x € C
form 2 cases and do not require a premise).

Each conclusion, if made correctly, is added as a premise to the preceding set of premises. But when
cases appear, each of them is associated with its own independent branch of proof and many premises of
this branch, which is formed from the previous set of premises by adding a new premise — the case output.

Each branch of the proof must end with either a white square denoting the receipt of the target output,
or a black square denoting the receipt of a contradiction. If all branches of the proof from the opposite
ended with a contradiction, the proof of the statement was successful. If in the direct method the proof of
all branches ended, but there are branches that ended in success (a white square), the proof was successful.

1.6. Editor control of the proof

The system allows the trainee to build a proof of the basic statement. But the system has to control all
his or her actions, starting from splitting into simple statements, selecting the method of proof with the
organization of an initial premise, performing each elementary step of the proof up to the completion of
each branch of the proof.

To this purpose, the system, at the end of the above actions (by pressing a button Verify), builds a
Boolean function corresponding to a statement for sets (simple statements into which the basic statement
is splitted, or statements of the original premise, or the statement of an elementary step, as implications of
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conjunctions of the premises and output of the elementary step or implication of the premise and disjunction
of the output of cases) and verifies its identity truth. This Boolean function (let us call it BIF Boolean Identity
Function) is constructed as follows:
1. Each set x € X; is replaced with a boolean variable y;, whose value is equal to the truth of the state-
ment that the element x belongs to this set (y; = x € X;). Other sets are replaced in the same way. For
example, the set A is replaced with a boolean variable a,whose name is a lowercase letter, correspond-
ing to the name of the set and its true value coincides with the value of the statement of the belonging
of an element x to this set, i.e. a = x € A.
2. Operations for sets of union, intersection and complement are replaced accordingly on operations of
negation, conjunction and disjunction for the corresponding subsets of statements.
3. The equality for sets is replaced by the equivalence operation of the corresponding statements.
4. The inclusion for sets is replaced by the operation of implication of the corresponding statements.
5. The equality of the set to the empty set is replaced by the negation of the corresponding statement for
the set.
6. The equality of the set to the universal set is replaced by the corresponding statement for the set.
So in the considered example (2) of identical representations of the set A we obtain the following BIF.
fo=nmAmvys © IV ) Ay)A(n AR VY3 < (J1 A y3) v (¥ A y3)) and since it is identically true
we, then by theorem on the connection of expressions of the algebra of sets and the algebra of statements and
its consequences (see, for example [22] the system confirms the correctness of transformations of the set A.

Next, for a simple statement (6), the BIF will look like this: fs = (y1AY2vY3 < (32 Vv ¥3) A Y1) —
Y1 A ¥z A ys. Its identical truth also confirms the correctness of the simple statement (6).

When conducting proof from the contrary of this statement, the student receives the initial premise.
Ix : x € Xj n X3 n X3 from the negation of the proved statement X; n X, n X5 = @ and BIF for verification
gets the following expression: f,1 = y1 A Y2 A J5 <> Y1 A )2 A ¥3, and since it is identically true, the initial
premise is built correctly by the student.

From the received initial premise follows a conjunction of 3 elementary conclusions. x € X;Ax € Xpnx €

X3, what is verified by the identical truth of BIF of the function of implication of the function of premise and
conjunction of functions of elementary conclusions y; A y2 A Y3 — y1 A Y2 A y5.

2. Formulas derivation editor for the number of set elements

The student’s work with this editor can be divided into the following stages:

1. Derivation of the formula for the desired set determined by the problem through the original sets of
the problem.

2. Derivation of the formula for the desired set determined by the problem through the original sets of
the problem.

3. Derivation of the formula for the number of the desired set elements through the specified numbers
of elements from other sets of the problem using the inclusion-exclusion principle, or using formulas
for complements to the sets of the problem.

As an example, consider the following problem:

85% of citizens annually attend entertainment events: theaters, museums, cinemas. Moreover, 43%
visit theaters, 25% visit museums, 7% visit cinemas and museums, 15% visit theaters and cinemas,
and 5% visit all 3 shows, but 45% do not visit theaters or museums. What is the percentage of citizens
who attend only 1 type of entertainment?

First of all, students must enter the notations for the source sets and write a formula for the desired set. Let’s
introduce the notations T, M, and K, respectively, for the sets of citizens who visit theaters, museums, and
cinemas.
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A student can write a formula for the desired set based on the complement of the set of those who attend
only one show:

X=T\MuK)uM\(TuK)uK\(TuM), (10)

but this student can write another formula based on taking union of those who do not attend anything and
those who attend at least 2 types of shows:

X=TuMuKuTnMuTnKuMnK. (11)

The system must check whether the entered formula matches the task conditions correctly. To do this we
divide the universal set U into 8 pairwise disjoint subsets in the following order:

(TUMUK, TUMuK, TuUMuK, TuUMuK, TuUMuK, TuMuK,TuMuK,TuMuK).

Let us assign each set of U to its characteristic string (CS) of 0,1, in which all its parts are defined as units.
For example, for the set from the problem described above CS=(10010111). For sets T, M, and K, their CSs
are respectively equal to (00001111), (00110011), (01010101). For the desired set X, its CS is obtained by
applying to CSs of initial sets operations of bitwise conjunction, disjunction, and negation corresponding to
the intersection, union, and complement operations included in the set formula. The ground for this follows,
for example, from [22, 23]. Therefore, the correctness of any transformation of a set is controlled by the
system by comparison with the CS of this set.

While deriving a formula for the number of elements, the inclusion-exclusion principle is used, as well as
the formula for the number of elements for the complement set. The correctness of their application should
also be monitored. To do this, the characteristic string of the quantity (CSQ) for the set elements which is
similar to the CS is introduced. Its elements are equal to the multiplier with which the number of elements
for the corresponding part of the set is included in the sum of the number of the set elements. While adding
(or subtracting) such strings, their elements are added (subtracted) bitwise. Note that if for the number of
set elements in CSQ all elements are from 0,1, then CSQ coincides with the CS of this set.

Let us illustrate this by the example under consideration. Firstly, let us introduce the numbers of elements
for the sets given initially:

ITuMuUK]|=85,|T|=43,|M|=25,|TnK|=15|Mn K| =7,|T n M|.

Let us take a simpler formula (11) for determining the numbers of elements of the set X. It is a union of 2
disjoints sets: complement to the union of main sets X1, X2, X3, and the union of pairwise intersections of
these sets. Therefore, using the inclusion-exclusion principle, we get:

IX|=[TuMuK|+|TnMuTnKuMnK| (12)
The first term in (12), using the number of elements of the complement, is replaced by the difference of sets:
ITUMUuK|=|U|-|TuMuK]|, (13)
and the second one is expanded by the inclusion-exclusion principle
ITAnMuTnKuMnK|=|TnM|+|TnK|+|MnK|-2TnMnK]| (14)
Checking the CSQ for (14) also gives a valid equality

(00010111) = (00000011) + (00000101) + (00010001) — 2(00000001).
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Using the equalities (13) and (14), we make a substitution in (12)
X|=|U-|TuMuK|+|TnM|+|TnK|+|MnK|-2TnMnK|. (15)

In the resulting formula (15), all the terms are known except . Let us express the formula for it using the
complement

IT a M| = |U| - [TnM|=|U|-[TuM| (16)

Transform the subtractive to (16) using the inclusion-exclusion principle and then, using the formula for
complements, we obtain

|T uM| = |T|+ M| -|T nM|=2|U|l-|T| - |M|-|T nM,|. (17)
Substitute the result in formula (16) and then after substituting in (15) we get the final formula (18)
IX| = |T|+ M| +|TaM|+|TnK|+MnK|-2]TnMnK|-|TuMuK]|. (18)
Its check by performing actions on the CSQ of terms

(00001111) + (00110011) + (11000000) + (00000101) + (00010001) — (00000002) — (01111111) =
= (11121224) - (01111113) = (10010111)

shows a coincidence with the CSQ of the desired set. Substituting the values of summands in formula (18)
IX| =43 +25+45+15+7 —2-5 - 85 = 40. (19)

We get the answer to the question of the problem: 40% of citizens, except for those who attend only 1 type
of entertainment.

3. Checking by the formula derivation correctness editor

The example above for solving a problem with supervising shows how the editor can check the logic of
the formula derivation. But this check is not yet complete, because, firstly, the check of syntactic correctness
of the entered expressions is not defined, and, secondly, the exact steps of the formula derivation are not
defined. For entering expressions, it is needed to use syntax verification using the finite state grammar. For
step-by-step derivation, it is needed to introduce a system of elementary transformations of formulas for
a set and for the number of its elements. In this case, an elementary transformation is performed for the
selected fragment of the transformed formula.

For sets formulas, we include the following elementary transformations in the system:

Removing the double complement.
Permutation of sets in the intersection.
Permutation of the sets in the union.
Absorption for intersection-repeats of sets in an intersection or an intersection with the universal set
are removed.
Absorption for union-repeats of sets in a union or a union with an empty set are removed.
Removal of parentheses-usage of the distributive law for intersection with the union of sets.
Factorization using the distributive law for unions of intersections.
Transformation of the difference, that is the change of the subtraction to the intersection with the com-
plement.
9. Removing the complementation sign-using the duality law.
10. Inclusion of the complementation sign-using the duality law.

oW =
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11. Notation for a part of the set-introduction of a new formula.
12. Formula substitution-replacing the notation of a set by its formula.
13. Replacing of a union with a complement with the universal set.
14. Replacing of the universal set by a union of an arbitrary set with its complement.
15. Replacing of an intersection with a complement with an empty set.
16. Replacing of an empty set by an intersection of an arbitrary set with its complement.
Using elementary set transformations can lead to a long derivation. Therefore, along with the list of
elementary transformations, we introduce a list of grouped transformations:
1. Multiple operation application-if there are several fragments selected in the formula, the elementary
operation is applied to each fragment;
2. Multiple absorption-in the selected fragment of an intersection or a union of sets, repetitions of sets
are removed, as well as unions with an empty set or an intersection with the universal set.
When we derive the formula for the number of set elements, we use the following transformations:
1. The inclusion-exclusion principle for a union of a given number of sets;
2. Replacing the number of elements in a difference of sets by the difference of their elements numbers-if
the subtracted set is included in the reduced set;
3. Replacing the number of set elements with the difference between the quantities of the universal set
and the complement of a set;
4. Mutual deletion of similar terms with different signs;
Deleting of terms with empty intersections;
6. Collecting terms-checks the similarity of all selected terms and the correctness of the coefficient cal-
culation.

o

4. Teaching models
4.1. Teaching strategy

All teaching material can be divided into two large categories. The first category includes sections that
provide basic theoretical knowledge and concepts on set definition, operations with sets, and set algebra.
The main purpose of these sections is to develop and train a student’s memory using memorization skills.
These sections are most often checked by testing.

However, the course program also includes teaching the informal usage of mathematical techniques, and
at this point there are additional difficulties. These include technical difficulties associated with entering of
formulas and their transformation, and difficulties associated with an insufficient level of the logical thinking
of a student. This student must achieve the goal by breaking a derivation or a proof into parts, choosing
methods for these parts, and constructing a sequence of derivations leading to the goal. Thus, defined is the
second category of sections related to the mathematical methodology of conducting a proof of an assertion
for sets or deriving a formula for the number of set elements.

The following features distinguish the second category of sections from the first one. Firstly, the check
of the material of sections from the second category cannot be based only on testing, because it is necessary
to check the student’s ability to use various mathematical techniques. Secondly, when studying the material,
it is necessary to teach the student to link individual techniques into a purposeful process by constructing a
sequence of studied techniques. Thirdly, you need to check the ability to link several processes when solving
the final problem. One of the tools used in checking the sections material from the second category is the
algorithm for checking the syntactic correctness of the input and the algorithm for checking the correctness
of the derivation.

The material and the check interact with the third component of the system, which is responsible for
determining the volume of the material in a single session, and sets a set of tasks and their number, as well as
other system parameters. It is namely this component that gives flexibility to the system and distinguishes
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ATS from an application that can only output text and a set of tests based on it. Further we give a description
of the proposed scenario for the interaction between the system and a user.

After logging in, the user sees a list of course sections that are divided into accessible and yet not ac-
cessible ones according to the course plan. Sections must be completed one after the other in their order
(the principle of linear learning). Upon the entry to the section, the student is provided with its material
for studying. After studying the material, the student proceeds to the check of the acquired knowledge, for
which he or she must complete the initial number of tasks defined in the section (tests, exercises, tasks). Each
question in the test offers several possible answers (usually 6), randomly selected from a pre-defined set of
answers for each task. Among the suggested answers, there may be several correct answers, or all correct
answers, or none correct answers. The student must mark all correct answers. But if, in his opinion, there
are no correct answers, then he should choose this answer. The system considers the task completed if the
student has marked all the correct answers and none of the incorrect ones. Otherwise, it displays one of the
texts: "Not all correct answers are marked”, "Some of the marked answers are not correct”, or a combination
of them, and provides a text fragment of the section material associated with the error. After studying this
fragment or re-studying the entire material of the section, the student has the opportunity to re-answer the
question of the task. If the user does not complete the task again, it is replaced with two additional tasks.
Thus, the number of tasks to complete the section may increase. The session with the student is terminated
when a certain number of tasks in the section is reached, and the student is able to return to learning only
after a certain break. If a student reaches a session interruption several times in a row, his or her account in
the system is temporarily blocked, and he or she is called to the teacher. In the case when the student first
earned a lot of additional tasks, and then began to answer correctly, the number of control tasks begins to
decrease in some progression. This approach makes the student carefully and thoughtfully treat the material
of the section. In this way, not only the check of the section knowledge is organized, but also the learning.
Only after completing all the tasks the student is able to proceed to the study of the material in the next
section.

However, there are sections whose material is based on the previous sections and can not be mastered
without absolute possession of the material of these previous sections. In such sections, an additional check
of the knowledge of previous sections is carried out. In this case, the number of initial tasks for repeating
the section is reduced to one.

Note also that custom teaching parameters are defined for configuring ATS. For example, the initial
number of test tasks in each section or sub-section, the number of tasks to be added if the answer is incorrect,
the number of tasks to be reduced for every 2 consecutive correct answers, and so on.

4.2. Splitting into sections

All the material is divided into the following sections and subsections.
1. Set definition. Tests to determine correct or incorrect answers.
2. Relations of sets:
(a) The equality relation. Tests to determine correct or incorrect answers.
(b) The inclusion relation. Tests to determine correct or incorrect answers.
3. Operations on sets:
(a) Sets union. Tests to determine correct or incorrect answers.
Proof and transformation exercises.
(b) Intersection and complement of sets. Tests to determine correct or incorrect answers. Proof and
transformation exercises.
4. Set algebra. Tests to determine correct or incorrect answers.
Exercises on specification of sets formulas.
5. Methodology of proving statements for sets.
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(a) Premises and a conclusion of a proof step. Tests to determine correct or incorrect answers. Ex-
ercises for drawing conclusions from given premises. Exercises for determining premises for a
given conclusion.

(b) Splitting into cases. Tests to determine whether the answers are correct or incorrect in relation
to the branches of a proof. Exercises for splitting into normal and alternative cases.

(c) Direct method of proof. Tests to determine whether the answers are correct or incorrect regard-
ing the completion of proof branches. Exercises on determination of the initial premise and the
conclusion derived from it.

(d) Indirect method of proof. The tests to determine correct and incorrect answers relative to the
branches of a proof and their completion. Exercises for setting the initial premise. Exercises for
double division into cases.

6. Errors in a proof. Tests to determine correct and incorrect answers.
7. System of transformations for formulas for a set.
(a) Elementary transformations. Tests to determine correct and incorrect answers.
i. Permutations and absorptions. Exercises on transformations.
ii. Transformations with parentheses. Exercises on transformations.
iii. Transformations with complement sets. Exercises on transformations.
iv. Notation and substitution of formulas. Exercises on transformations.
(b) Multiple transformations.
i. Multiple application of an operation. Exercises on transformations.
ii. Multiple absorption. Exercises on transformations.
8. Final section for assertion proof. The problem of proving a statement for sets.

(a) Numerical illustrations with general cases when all conditions of a statement are met and when
each of the conditions is not met.

(b) Venn Diagrams with general cases of fulfillment of all statement conditions and non-fulfillment
of each of the conditions.

9. Formulas connecting the numbers of sets elements.

(a) The inclusion-exclusion principle. Tests to determine correct and incorrect answers. Exercises
for derivations of a formula for sets with singularities.

(b) Formula for the number of elements for the difference of sets and the complement of a set. Tests
to determine correct and incorrect answers.

10. System of transformations for formulas for the number of set element. Tests to determine correct or
incorrect answers.

(a) The inclusion-exclusion principle for a union of a given number of sets. Exercises on transfor-
mations.

(b) Replacing the number of elements in sets difference by the difference of their elements numbers.
Exercises on transformations.

(c) Replacing the number of set elements by the difference between the quantities of the universal
set and the set complement. Exercises on transformations.

(d) Mutual deletion of similar terms with different signs. Exercises on transformations.

(e) Deleting terms with empty intersections. Exercises on transformations.

(f) Collecting similar terms. Exercises on transformations.

(g) Notation and substitution of formulas. Exercises on transformations.

11. Final section for formulas for the number of set elements. Task to derive a formula for the number of
set elements.
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Conclusion

We hope that the described approach to construct an automated teaching system for proving statements
for sets will be implemented and will show effectiveness in teaching this subject and developing students’
logical and mathematical thinking.
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