MODELING AND ANALYSIS OF INFORMATION SYSTEMS, VOL. 28, NO. 3, 2021

/
” r journal homepage: www.mais-journal.ru
LR

Sinormation Syems THEORY OF COMPUTING

The Investigation of Nonlinear Polynomial Control Systems
S.N. Chukanov!, I. S. Chukanov? DOL 10.18255/1818-1015-2021-3-238-249

ISobolev Institute of Mathematics, SB RAS, Omsk branch, 13 Pevtsova str., Omsk 644043, Russia.
2Ural Federal University, 19 Mira st., Yekaterinburg 620002, Russia.

MSC2020: 97R40, 68T50 Received July 18, 2021
Research article After revision August 28, 2021
Full text in English Accepted September 1, 2021

The paper considers methods for estimating stability using Lyapunov functions, which are used for nonlinear polynomial
control systems. The apparatus of the Grobner basis method is used to assess the stability of a dynamical system. A de-
scription of the Grobner basis method is given. To apply the method, the canonical relations of the nonlinear system
are approximated by polynomials of the components of the state and control vectors. To calculate the Grébner basis, the
Buchberger algorithm is used, which is implemented in symbolic computation programs for solving systems of nonlinear
polynomial equations. The use of the Grobner basis for finding solutions of a nonlinear system of polynomial equations
is considered, similar to the application of the Gauss method for solving a system of linear equations. The equilibrium
states of a nonlinear polynomial system are determined as solutions of a nonlinear system of polynomial equations. An
example of determining the equilibrium states of a nonlinear polynomial system using the Grébner basis method is given.
An example of finding the critical points of a nonlinear polynomial system using the Grobner basis method and the Wol-
fram Mathematica application software is given. The Wolfram Mathematica program uses the function of determining the
reduced Grobner basis. The application of the Grobner basis method for estimating the attraction domain of a nonlinear
dynamic system with respect to the equilibrium point is considered. To determine the scalar potential, the vector field of the
dynamic system is decomposed into gradient and vortex components. For the gradient component, the scalar potential and
the Lyapunov function in polynomial form are determined by applying the homotopy operator. The use of Grobner bases
in the gradient method for finding the Lyapunov function of a nonlinear dynamical system is considered. The coordination
of input-output signals of the system based on the construction of Grébner bases is considered.
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I/ICCJICHOBaHI/Ie HEeJMHENHBIX ITOJIMHOMMAJIBHBIX CUCTEM YIIpaBJIEHUA
C.H. Yyxkanos!, 1. C. Yykanos* DOI: 10.18255/1818-1015-2021-3-238-249

1I/IHCTI/ITyT martematuky um. C.JI. Co6oneBa CO PAH, Omckmit ¢punman, yi. [leBuosa, a. 13, r. Omck, 644043 Poccust.
2Ypanbckuit penepanbHbIil yHUBEpCHUTET, Y. Mupa, fi. 19, r. Exatepun6ypr, 620002 Poccus.

YK 004.02 Ionyuena 18 mroma 2021 r.
Hayunag craresa ITocne mopaborku 28 aBrycra 2021 r.
TToyHBIN TEKCT HA AHTJIIUIICKOM S3BIKE IIpunsTa kK nyoaukanum 1 ceHtsopst 2021 r.

B pa6oTe paccMaTpMBAIOTC METOABI OLEHMBAHNA YCTOYMBOCTI C IOMOIIBbI0 GyHKImII JIAyHOBa, IpUMeHAeMble I
HeJIMHENHBIX MOJIMHOMUANBHBIX CUCTeM yIpaBiaeHNs. [[14 olleHMBaHMA yCTONUMBOCTY MCIIONIb3yeTCs alapaT MeToja
6asncoB I'péOuepa. [IpuBoauTca omucanme Merona 6asmcos I'pébuepa. [t mprMeHeHMs MeTORa KaHOHMYECKHe COOT-
HOIUEHNM HEJIMHEHO CUCTeMbI alllIPOKCUMUPYIOTCA IMOJMHOMAMM KOMIIOHEHT BEKTOPOB COCTOSHUIL U YIIPaBJIECHUA.
Jna Beramcienns 6asuca I'pébuepa npumenseTcs anroputm ByxGeprepa, KOTOpEIiT pealn3oBaH B IPOrpaMMax CYMBOJb-
HBIX BBIUMCIIEHIIL )i pellleHNs CUCTEM HeJIMHEeHbIX ITOIMHOMMANILHBIX YpaBHeHMIT. PaccMaTpuBaeTca MCIIONb30BaHNE
6asuca ['pé6Hepa IIpy HaXOXKAEHMS PEIIeHNII HeJIMHETHON CUCTeMbI TOJNHOMIAIBHBIX YPaBHEHN T aHAJIOTUYHO IIPK-
MeHeHIIo MeToja ['aycca 714 pelieHys CUCcTeMbI TMHETHBIX ypaBHeHMiT. ONpeensoTcs paBHOBECHEIE COCTOTHISA HeJlM-
HEeHO IOJMHOMUAILHONM CUCTEMBI KaK pellleHUs HeJIMHEIHOM CUCTeMBbI IIOJMHOMMANILHBIX ypaBHeHuit. [IpuBogurca
IpUMEpP ONpeeseHNs PaBHOBECHBIX COCTOSHUI HEJIMHEHON MOJMHOMMAIBHON CUCTEMBI C MICIIOJIb30BaHIIEM METOIa
6asncoB I'pébuepa. IpuBoaMTCS MpIMep HAXOXKAEHMSI KPUTUUICCKMX TOUEK HeJNMHEIHOI IOMMHOMMAIBHON CICTEeMBI C
JCIIONB30BaHMeM MeTofa 6asucos I'péGHepa 1 IMPUKIagHOTO MporpaMMHOro obecreueHns Wolfram Mathematica. ITpn
VICIIOTIB30BaHMM IPUKJIAJHOTO IIporpaMMHoOro obecreuerns Wolfram Mathematica mpumensiercst QyHKIs onipegesteHis
pemyumpoBaHHOro 6asuca I'pé6Hepa. PaccmarpuBaercs mpuMeHeHMe MeTofa 6asica I'pé6Hepa 11t OIleHMBAHNS 06IacTI
NIpUTSKEHUS HeIMHETHOW OMHAMIYECKON CICTeMbl OTHOCUTENBHO TOUKM paBHOBecus. [[14 ompeseneHMnd CKaJIapHOTO
MOTEHIaa BEKTOPHOE I0JIe JMHAMIYECKON CUCTEMbI JeKOMIIO3MPYETC Ha FPaJUeHTHYI0 M BUXPEBYI0 KOMIIOHEHTHL.
ITo rpafMeHTHOMY KOMIIOHEHTY CKaJIAPHBIIL TOTeHIMAN 1 QYHKIM JISIIyHOBa B IOIMHOMMAIBHOI GOpMe OIIpemeNIioT-
cq Ha OCHOBe IIpMMeHeHMs ollepaTopa romoronuu. PaccMorpeno ucmonb3oBanme 6asmcos I'péGHepa npu rpafreHTHOM
MeToze HaxoKAeHus GyHKIY JIAyHOBa HelIMHEeITHOM TMHAMIUECKOIl cucTeMbl. PaccMoTpeHo corslacoBaHie CUTHATIOB
BBOJIa-BBIBOJIA CMCTEMBI Ha OCHOBE IIOCTpoeHNs 6asucos I'péGHepa.

KirroueBrble cj10Ba: HeJIMHEIHbIE CYCTEMBI; ITOTMHOMMATIbHbIE cucTeMbl; QyHKImY JIanyHoBa; 6asucsl I'pébaepa
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Introduction

The most of the dynamical systems in technology and nature are nonlinear dynamical systems. The
canonical relations of a nonlinear system can be approximated by polynomials of the components of the
state and control vectors. Stability testing using the method of Lyapunov functions is widely applied to
nonlinear systems.

There are several methods in the literature to identify candidates for Lyapunov functions [1]:

« decomposition of the sum of squares [2];

« using the Grobner basis to select parameters [3];

« use of homotopy operators for decomposition of the vector field of states of the system [4, 5];

« the assumption that the derivative of the Lyapunov function is negative definite, and then obtain by
integration and check the positive definiteness (gradient method) [6].

Grobner bases are used to solve problems in the theory of nonlinear systems. Some of the applications of
the Grobner basis can be named: estimation of equilibrium states of a nonlinear system; finding the critical
points of a given nonlinear system with the Lyapunov function; coordination of input-output signals of the
system.

Grobner bases facilitate the solution of a system of multidimensional polynomial equations in the same
way as the Gaussian elimination algorithm makes it possible to solve a system of linear algebraic equations.
In lexical ordering the Grobner basis has a triangular structure, reminiscent of the triangular structure in
the Gaussian elimination method.

The theory of control of dynamic objects can be divided into two subgroups [7]:

(1) systems in which the principle of superposition operates, and linear control methods can be used,;

(2) systems in which the superposition principle does not work, and it is necessary to use nonlinear
control methods. To improve the quality of the dynamic object control system, it is necessary to take into
account the nonlinear features of the system.

1. Grobner bases

The objects in the theory of Grobner bases are polynomial ideals and algebraic varieties [8]. Let
P1, - ps be multidimensional polynomials in variables xi, ..., x,, whose coefficients lie in the field k (we will
consider the field of real numbers R). The variables xy, ..., x, are considered “place markers” in the polyno-
mials: py, ..., ps € R[xy, ..., x,]. Algebraic variety defined by the polynomials p, ..., ps is the collection of all
solutions in R" of the system of equations:

jul (Xl, ey xn) =0,
(1)
Ps (%1, o0y %) = 0.

Formally:

V(p1, .o D) = {(a1,.s an) € R" 2 pi(x1, .y xp) = 0,0 = 1,..., s} (2)

The polynomial ideal I, which is generated by py, ..., ps, is a set of polynomials obtained by combining
these polynomials by multiplying and adding with other polynomials:

I=<p1,...ps) = {f = Zgipi P gi€ ]R[xl,--->xn]] : ®3)
i=1
The polynomials p;,i = 1,..., s form the basis of the ideal I. A useful interpretation of the polynomial

ideal I is in terms of the equations (3). Multiplying g; by arbitrary polynomials g; € R[x, ..., x,] and adding
them, we get the consequence from (1):
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f=gp1+ ...+ gps =0,

and f € I. Therefore, I = {py, ..., ps» the ideal contains all "polynomial consequences” of the equations (3).

The Grobner basis method is based on the concept of monomial ordering (a monomial is a polynomial
consisting of one term), since it introduces a corresponding extension of the concept of a leading term
and a leading coeflicient, familiar for one-dimensional polynomials, to multidimensional polynomials. Let’s
consider lexicographic or lex order [8]. Let a, 8 be two n - tuples of integers @ = (a,...,a,) € N" | f =
(B, ..., Bn) € N™. n -tuple « follows S (in lex order), which is denoted as a > f, if in the difference of vectors
a-B=(ar - pi,..., a — Bn) the leftmost nonzero element is positive. For the polynomial f = x7x,x35 + 2x7 x3
using lex order x; > x, > x3 results in x}x,x3 follows x}x§, since the multidegrees of monomials satisfy:
(3,1,3) > (3,0,4). In this order, the leading coefficient and the leading term are respectively LC(f) = 1 and
LT(f) = x3x,x3. When using lex of order x; > x; > x; senior term: LT (f) = 2x}x§, since (4,0,3) > (3, 1,3).

The ideal I has no unique basis, but for any two different bases {p, ..., ps) and <gy, ..., gm of the ideal
I, the varieties V(py, ..., ps) and V(gi, ..., gm) are equal; the variety depends only on the ideal generated by
its defining equations. If all polynomials in a given basis of an ideal have a degree lower than the degree
of any other polynomial in an ideal, then this basis is the simplest. For an ideal I and a given monomial
order, we denote the set of leading terms of elements I as LT(I). The ideal generated by elements from LT(I)
is denoted by (LT(I)). The Grobner basis is formally defined as a set of polynomials gy, ..., gm, for which
(LT(I)) = {LT(g1),...,LT(gm)>. When calculating Grobner bases, a monomial order is specified. We note
two properties of Grobner bases for a given monomial order:

1. Each ideal I < R[xq, ..., x,], different from the trivial {0), has a Grobner basis.

2. For the ideal I < R[xy, ..., x,], different from the trivial <0), the Grobner basis of the ideal I can be
calculated using a finite number of algebraic operations.

For a given set of polynomials P, there is an algorithm that computes the Grobner basis for the (ideal
generated by) P in a finite number of steps [9]. Buchberger’s algorithm generalizes algorithms: Gaussian
elimination for a system of linear algebraic equations and Euclid’s algorithm for calculating the greatest
common divisor of a set of one-dimensional polynomials. This algorithm was implemented on computers in
symbolic computation programs using Grobner bases for solving systems of polynomial equations [10-12].

2. Finding equilibrium states of a nonlinear dynamical system

The use of the Grobner basis in finding solutions to a nonlinear system of polynomial equations is
similar to the application of the Gauss method for solving a quadratic system of linear equations. Consider
an example of reducing a nonlinear system of polynomial equations: p; = x; — x5 = 0, py = xp + x2 = 0,
p3 = x3 — 2x2 = 0, to a triangular form using the Grébner basis method for lex order: x; > x; > x3. In the
WOLFRAM MATHEMATICA package, the function call

GroebnerBasis[{p1, p2, p3}, {x1, x2, x3}, { }]
leads to a triangular Gaussian form of polynomial equations:

x1—x§1:0,
Xy + x5 =0,
-x3 +2x5 = 0,

which allows us to get a solution to this system.

Consider a nonlinear system without inputs x(t) = f(x(t)); x, f € R", t € R, where f(x) = 0 is a vector of
polynomials in x. The equilibrium states for this polynomial system are obtained as solutions of a nonlinear
system of polynomial equations: f(x) = 0.
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Example 1
Equilibrium states of the [8] polynomial system:

x1=x1+x2—x§,

X2 = XF + x2 - x3,

X3 = =X + X5 + X3,

can be obtained as solutions of system polynomial equations:

. 2
P1 = X1+ X2 — X3 =0,

P2 i=xf

xXp + X2 —x3 =0,
P3 i=—x; + X2 +x3 = 0.

The Grobner basis for the ideal (p, ps, p3) using lex order: x; > x, > x3, has the form:

g1 = 4xy - 2x% —4xd + xft + x0,
g 1= —xt+ x{ - 23 + 2x2x,
g3 1= —xp + X2+ xp + X2,

g1 1= —XF - xp + X3.

Algebraic equations g; = 0,i = 1,2,3,4 has the same solutions as p; = 0,j = 1,2, 3. The polynomial g4
depends only on x3; from the algebraic equation g4(x3) = 0, you can determine x;. If the numerical value of
x; substitute in g5(xz, x3) = 0, then you can define x,; from go(x1, x2, x3) = 0 you can define x;.

Table 1. English

X1 X2 X3
Solution 1 : x; = -1, x3 = 0.5 - 1.32i, x3 = 0.5 - 1.32i,
Solution 2 : x; =0, Xy = 0, x3 =0,
Solution 3 : x; =1, X3 = 0, x3 =1,
Solution 4 : x; = 1.18, Xy = —0.69, x3 = 0.70,
Solution5 : x1 = —-0.59-1.74i, | x, = -2.35+1.031, | x3 = -5.04 + 3.09i,
Solution 6 : x1 =-059+1.74i, | x =135-1.03i, | x3 =-1.35-3.09i,
Solution 7 : x = -1, x3 = —-0.5 + 1.32], x3 = 0.5+ 1.321,
Solution 8 : x1 =0, X = -1, x3 = -1,
Solution 9 : x1 =1, X, = -1, x3 =0,
Solution 10 : x; = 1.18, xy = —0.31, x3 = 1.08,
Solution 11 : | x; = -0.59 — 1.74i, | x, = 1.35-1.03i, | x3 = -1.35 + 1.03],
Solution 12 : | x; = -0.59 + 1.74i, | x5 = -2.35 + 1.03i, | x3 = -5.04 — 1.031.

In the WOLFRAM MATHEMATICA package: Form an ideal of polynomials:
pl=x1+x2-x3% p2 = x12 + x2 - x3; p3 = —x1 + x2% + x3.
Let us define the Grobner basis:
grbas = GroebnerBasis[{p1, p2, p3}, {x3,x2, x1}, {}],
grbas = {4x1 - 2x1% - 4x1% + x1* + x1%, -x1? + x1* - 2x2 + 2x1%x2,
-x1+ x1% + x2 + x22, -x1% - x2 + x3}.
To find the roots of x;, we define the reduced Grobner basis:
grbas = GroebnerBasis [{p1, p2, p3}, {x3, x2, x1}, {x3, x2}],
grbas = {4x1 - 2x1% - 4x13 + x1* + x1°} .
Let’s execute: Roots[4x1 — 2x1% — 4x13 + x1* + x1° == 0, x1].
To find the roots of x, with known x;, we define the reduced Grobner basis:
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grbas = GroebnerBasis [{p1, p2, p3}, {x3, x2, x1}, {x3}],
grbas = {-x1+x1% + x2+ x22 } .

Let’s execute: Roots[-x1 + x1% + x2 + x2% == 0, x2].

To find the roots of x3 with known x;, x2, execute:
Roots[-x1? — x2 + x3 == 0, x3]. The results are shown in Table 1.

g

3. Application of the Grobner basis method in the theory of the method of Lyapunov
functions

3.1. Estimation of the area of attraction

The set of all initial conditions of a dynamical system, which converge to the same equilibrium state,
is called the area of attraction of this equilibrium state [3, 13]. One way to get an estimate of the domain of
attraction is to use the Lyapunov functions.

The standard result of Lyapunov’s theory is that if x = 0 is an equilibrium point for a system with
continuous time: x = f(x),x € D ¢ R", is a domain containing x = 0 and V : D — R is a continuously dif-
ferentiable Lyapunov function such that V(0) = 0 and V(x) > 0, V = V,f(x) < 0,Vx € D~ {0} ; then the point
x = 0 is asymptotically stable. For such a Lyapunov function, consider the sets Q = {x € R" : V,f(x) < 0}
and By = {x € R" : V(x) =< d}. If there is a value d > 0 such that B; c Q, then the set By is an estimate of
the domain of attraction.

For polynomial systems with a polynomial Lyapunov function V, the Grdbner basis can be used to
determine B,. You can determine the largest B; by finding a d such that B; < Q. For polynomial systems
with polynomial Lyapunov functions, V(x) - d and V. f(x) are polynomials and the boundaries of the sets B;
and Q are varieties Z(V - d) and Z(V,f(x)), respectively. At the points of contact Z(V - d) and Z(V,f(x)),
the gradients V and V. f(x) are parallel [14]. Using this information, we obtain a system of n + 2 polynomial
equations in n + 2 variables (xy, ..., x,, d, A), where A is the Lagrange multiplier (see Appendix):

V-d=0,
fo =0, (4)
V(Vof) - AVV = 0.

In the case of the vector of Lagrange multipliers A = (A;,...,4,)7 € R™ we obtain a system of n + m + 1
equations from n + m + 1 variables xi, ..., x,, d, A1, ..., Apy.

Calculating the Grobner basis for this system, where the variable d has the lowest rank in the lex order,
we obtain a polynomial equation for d. The smallest positive solution of this equation (the value dy;, > 0),
is the best estimate of the area of attraction.

Example 2

Consider a second-order system:

4 2

8xy + 4x
2 3 ) X = 4x12+4x1x2+3x§,therefore: V= ( ! 2 ) ;

and choose the Lyapunov function V(x) = x ( 4, + 6%,

V = Vof = —8x% + 12x,x5 — 8x1%, + 8x7x% — 6x2.
The fact that the gradients are parallel (V(V,f) - A - VV = 0) gives additional equations:

g1 = 8x; + 4x — A(=16x; + 12x; — 8%, + 16x1x7),
82 = 4x; + 6x3 — A(36x1x% — 8x1 + 16x12x2 - 12x3).
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Let us calculate the Grobner basis for four polynomials {V - d, V. f, g1, g2} in ordering: d < x; < A < x,.

This reduces the system to a polynomial: 4d* - 147d° + 768d? + 2048d, which results in the values of the
roots: { 0 29.71 -1.92 897 } . The smallest nonzero positive value of d for which there is a solution to
the system is d ~ 8.97.

In the WOLFRAM MATHEMATICA package: Vd = 4x1? + 4x1x2 + 3x2° - d;

Vxf = -8x1% - 8x1x2 - 6x2% + 8x1%x2? + 12x1x2%;

g1 =8x1 +4x2 - lam(-16x1 - 8x2 + 16x1x2% + 12x2%);

g2 = 4x1 + 6x2 — lam(-8x1 - 12x2 + 16x12x2 + 36x1x22).

grbas = GroebnerBasis[{Vd, Vxf, g1, g2},{d, x1,lam, x2}, {x1, lam, x2}],

grbas = {20484 + 768d% - 147d° + 4d* }

Roots[2048d + 768d% - 147d° + 4d* == 0,d] = d ={ 0 2971 -192 897 }.0

3.2. Decomposition of the dynamical system vector field x = f(x)
7]
For a dynamic system: x = f(x); x € R”, f(x) € R", f(0) = 0, form a vector field X = f(x)a—. Form
X

0
the corresponding differential form w = f(x)dx in the dual basis <dx,~, a> = §;j. Let us construct a scalar
Xj

potential from the vector field X by using the homotopy operator centered at the point x; = 0 for the form
w = f(x)dx :

1 9 1
H(w) = [ (xa) 1(f(Ax)dx) dA = [ xTf(Ax)dA.
0 X 0
We will assume that ¢(x) = Hw(x) is a scalar potential.
Example 3
Consider an example of dynamic equations:
Xp = -Xx1 + xzz,
J&'g = =Xz — x12.

Let’s construct a dual differential form:
w=(-x + x22)dx1 +(=xy — xlz)dxz,

to which we apply the homotopy operator with xy = 0 :

oo

o) =Bt = [x'f () ad= [ (=) (50005 )
0

0 -Axy — A2x?

1 1
= —E(xl2 +X3) + g(xlxz2 - x%7).

Let us choose the function as the scalar Lyapunov function:
Vi(x)=-6-¢(x)=3(xf+x3) +2 (3% - xpx?)
2
. -X1 + X,
V:foz( 6X1 + 2x2 — 4x1x2 63X — 2X2 + 4x1 %, )( 2 ):
—X2 — X1

= —6x7 - 6x% - 6X2x1 + 6x2x.

Let’s find the solution of the system V_d = V(x) - d = 0 in the WOLFRAM MATHEMATICA package:
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V_d =3x% +3x% + 2x2x; - 2x2xy — d,

Vif = —6x% — 6x2 — 6x2x; + 6X7x3,

g1 = 6x1 + 2x5 — 4x1x + lam(=12x; — 6x% + 12x1 %),

82 = 6x + 4% — 2x7 + lam(=12x; — 12x2%1 + 6x2),

grb = GroebnerBasis[{V_d, V.f, g1, g2}, {d, x1, lam, xp } , {x1, lam, 2 }],
grb={54d - 29d* + d* } .

The roots of the polynomial 54d - 29d? + d®are : d; = 0,dy = 2,d3 = 27.
The smallest nonzero positive value d, for which there is a solution to the system: dp;, = 2.

3.3. Gradient method for finding the Lyapunov function [6]

The method is to first assume that V is negative definite and then get V by integration. If V is
positive definite, then the stability of the system can be determined.
Consider a nonlinear system:

% = f(x); x, f € R", £(0) = 0. (5)

The assumed Lyapunov function V = V(x); that is: V = Vy - f(x). Let V.l = W, where the vector W satisfies

the condition: R
i (R

= i,j=1,..n). 6

o = o O ) ©)

X

X

Then the function V can be found as an integral: V = [ Vidx = [ WTdx; since this integral does not depend
0 0

on the integration path, then:

X1

V=/W1(T1, 5y aee dT1 /W(Xl,.. Xn- 1,Xn)dfn (7)

0

It is necessary to choose such a function V, so that the V obtained from (7) is positive definite; then the
equilibrium state x = 0 of the system (5) is stable.

Consider the variable gradient method. Using this method, you can find the Lyapunov function, assum-
ing that W = VI = Bx, where B = (b;j) must be determined; b;; can be a function of x, and b;;(x) = b;i(x). The
choice of B = (b;j) must ensure the fulfillment of the condition (6) and x” B f(x) must be positive definite.

If f(x) = A(x)x, then V takes the form V = xTH(x)x, where H(x) = BT A(x). For the matrix H(x), the
following condition is selected:

{ (hii < 0) v (hi; < 0), (8)
hij+hj; =0;i=1,...,n,

to ensure that V is negative definite. The function V(x) can be defined by the integral (7) and check whether
it is positive definite.

Example 4
Consider the system:
X1 = =X,
Xy = =Xy + X3,
. -1 0 bii b2 ( X1 )
that is A(x) = . Suppose W = .
(x) x2 -1 } PP [ bar b X2

Then from H(x) = BT - A(x) = [ ZE Zi; ] [ ;1; _01 } and (8) follows:
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hit = =bi1 + byx? < 0, hyp = —byp < 0, hyg + hay = —bay — byz + bopx? = 0.
byy > 0,b11 > 0, by1x? < byy, byy = —byg + by x?.
Choosing by; = by = 1, by = 5, we get by; = -5 + x? and:

1 5 X X1 + 5%
W= 5+x2 1 X “\ 5 3 ’
1 2 X1 + xl + X2
The function V :

T
. 5 -
V=WTf(x)=< x1+3xZ > < x13>=—x12—5xf+x16—x22.

=5x1 + X7 + X -Xp + Xj

Performing the integration, we obtain:

X1 X2

V= [(n+5%0)dn+ [(-5x +x} + n)dry =
1 ‘ 01

= 5"12 +(=5x1 + X)Xz + Exzz

In the WOLFRAM MATHEMATICA package:

V.d = x?+2(-5x; + x})x, + x¢ - d,

Viof = =x% = 5x} + xP - x2,

g1 = 2x1 + 2(=5 + 3x3)xy + lam(-2x; - 20x3 + 6x7),

82 = 2(=5x1 + x}) + 2x3 + lam(-2x,),

grb = GroebnerBasis[{V_d, Vxf, g1, g2} ,{d, x1, lam, x2} , {x1, lam, x2}].
As a result, we get a polynomial:

{235480000d + 22210004 + 382824847d° — 112046495d*+
+5932816d° + 117990d® + 6561d" },

whose roots are: d; = 0.0, dy =4.99, d5=9.28, dy5=-16.04+32.48i, ds7 = -0.09 £ 0.76i. The smallest
nonzero positive value d, for which there is a solution to the system: di,, = 4.99.

4. Conversions of input-output signals of a nonlinear system

Consider a differential ring - a ring on which the differentiation operation is defined. It is assumed
that differentiation is carried out with respect to the implicit variable t. A differential ideal is an ideal that is
closed under differentiation.

A polynomial system in the state space is a system of differential equations:

%1 = filx, u), ..., %y = fulx, w), vy = h(x, u),

where h, f; € R[x, u], vi.
Thus, every polynomial system in the form of a state space corresponds to a differential ideal in R[x, u, y] :

I = [(Pl,---,(Pnay_ h]a
where ¢; = x; - fi(x,u),i=1,...,n.

The problem of transformation from the state space to the input-output form: let I be a differential ideal;
find a generator for the differential ideal I n R[u, y].
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Example 5

Suppose that it is necessary to find a differential relationship between u and y from the description
in the state space of the system:

X1 = —2x] + xzz;a'cZ =-X1X + WY = X

Differentiating the equations of the system with respect to t and replacing x; by f;, we get:

g1=y-%3g&=y-(u-x%)g =79~ -2x)x - x(-xx)).

Replace y — y0, ¥y — y1, ¥ — Y2, u — Uy, U — uy in g;, calculate the Grobner basis G for:
(yo = X1, V1 — U + X1 %2, Y2 — ug + (X2 — 2x1)%y + X1 (g — X1x3)) relative to lex order:

U =< U < Yo <Y1 =)V2=<X1 <X

Therefore, the input signals u, # and the output signals y, y, j are related by:

2U-U+2v+ Y+ yV)Y: + (=312 + 3uy - Vv + .
y+y+yy)y 0 Y=Yy )yt

In the WOLFRAM MATHEMATICA package:

g1 =70 - x1,

g2 =y1 - u0 + x1 * x2,

g3 =v2—ul+(x2% -2« x1) * x2 + x1 * (u0 - x1 = x2).

grbas = GroebnerBasis[{g1, g2, g3}, {u0, u1, y0, y1, y2, x1, x2}, {x1, x2}],
grbas = (=2ug — u + 2y1 + y2 + Yoy1)yg + (=3u5 + 3uoys - y))y1 + 5.
O

Example 6

Let’s consider a method for finding the observability of the components of the state vector of a

system based on the construction of a reduced Grébner basis. Let us choose the system from Example 5.
Suppose that it is necessary to find the influence of the variation of the component of the state vector x; on
the output signal y. Differentiating the equations of the system with respect to ¢ and replacing x; by f;, we
obtain the polynomials gy, g, g5 similar to the polynomials of Example 5 in the absence of u,#. Replace
y — ¥0,¥ — y1,¥ — y» in g;, calculate the Grébner basis G for: (yy — x1, y1 + X1%2, Yo (x5 — 2x1)%2 — X7 X3)
relative to lex order: yy < y1 < y2 < X1 < Xa.

In the WOLFRAM MATHEMATICA package:

81 = Yo~ X2,

&2 = Y1+ x1X2,

=+ (xz2 - 2x1) Xy — xlzxz.

Reduced Grobner basis with the exception of x;:

grbas = GroebnerBasis [{g1, g2, 83}, {x1, %2, Yo, Y1, 2} - { %2 }] .

One of the polynomials of the resulting reduced Grobner basis:

XY +y1=0=xy+y=0,
where you can find the expression for the variation §x;:

Sx1y+y=0= 6x; =y lyif y#0.

O

Conclusion

The paper considers methods for estimating stability using Lyapunov functions, applied to nonlinear
systems. The canonical relations of a nonlinear system are approximated by polynomials of the
components of the state and control vectors. To assess the stability, Grobner bases are used. A method for
finding the critical points of a given nonlinear system is proposed. The coordination of input-output signals
of the system based on the construction of Grébner bases is considered.
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Appendix [14, ch.11]

We introduce vector-valued functions h = (hy, ..., hp,) and write general nonlinear programming
problems as minimizing f(x) for h(x) = 0,x € Q. Restrictions h(x) = 0 are called functional constraints.
A point x € Q satisfying all functional constraints is called admissible. Introduce the subspace M =
{y : Vh(x")y = 0} and investigate under what conditions M is a tangent plane at the point x".

A point x7, satisfying the constraints h(x") = 0, is called a regular constraint point if the gradient vectors
Vhy(x*), ..., Vhp(x") are linearly independent. If the functions h are affine (h(x) = A-x+b), then the regularity
is equivalent to the condition rank(A) = m regardless of x. At a regular point x* of the surface S, defined by
the expression h(x) = 0, the tangent plane is M = {y : Vh(x")y = 0}.

Let x* be a regular point of constraints h(x) = 0 and a point of local extremum of the function, taking
into account these constraints. Then for y € R", satisfying Vh(x")y = 0, must hold: Vf(x")y = 0. This means
that Vf(x") is a linear combination of gradients Vh in x”; relations lead to the need to introduce the vector of
Lagrange multipliers A.

Let x* be a local extremum point of the function f subject to the constraints h(x) = 0. Then there
exists a vector of Lagrange multipliers A € R™, such that:

VF(x*) + ATVA(x") = 0.

First order necessary conditions Vf(x*) + ATVh(x*) = 0 together with the constraints h(x*) = 0 give n+ m
equations with n + m variables x*, A. Introduce the Lagrangian: I(x, 1) = f(x) + ATh(x). Then the necessary
conditions can be expressed in the form:

Vil(x,A) =0,V I(x, A) = 0.
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