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The article compares character-level, word-level, and rhythm features for the authorship verification of literary texts of the
19th-21st centuries. Text corpora contains fragments of novels, each fragment has a size of about 50 000 characters. There
are 40 fragments for each author. 20 authors who wrote in English, Russian, French, and 8 Spanish-language authors are
considered.

The authors of this paper use existing algorithms for calculation of low-level features, popular in the computer linguistics,
and rhythm features, common for the literary texts. Low-level features include n-grams of words, frequencies of letters
and punctuation marks, average word and sentence lengths, etc. Rhythm features are based on lexico-grammatical figures:
anaphora, epiphora, symploce, aposiopesis, epanalepsis, anadiplosis, diacope, epizeuxis, chiasmus, polysyndeton, repetitive
exclamatory and interrogative sentences. These features include the frequency of occurrence of particular rhythm figures
per 100 sentences, the number of unique words in the aspects of rhythm, the percentage of nouns, adjectives, adverbs and
verbs in the aspects of rhythm. Authorship verification is considered as a binary classification problem: whether the text
belongs to a particular author or not. AdaBoost and a neural network with an LSTM layer are considered as classification
algorithms. The experiments demonstrate the effectiveness of rhythm features in verification of particular authors, and
superiority of feature types combinations over single feature types on average. The best value for precision, recall, and
F-measure for the AdaBoost classifier exceeds 90% when all three types of features are combined.

Keywords: stylometry; natural language processing; style features; rhythm features; authorship verification

INFORMATION ABOUT THE AUTHORS

Ksenia Vladimirovna Lagutina | orcid.org/0000-0002-1742-3240. E-mail: lagutinakv@mail.ru
correspondence author | postgraduate student.

Funding: The reported study was funded by RFBR, project number 20-37-90045.

For citation: K. V. Lagutina, “Comparison of Style Features for the Authorship Verification of Literary Texts”, Modeling and analysis
of information systems, vol. 28, no. 3, pp. 250-259, 2021.

© Lagutina K. V., 2021
This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/).

250


http://www.mais-journal.ru
https://doi.org/10.18255/1818-1015-2021-3-250-259
https://orcid.org/0000-0002-1742-3240
mailto:lagutinakv@mail.ru
https://creativecommons.org/licenses/by/4.0/

MOAENNPOBAHUNE N AHAJTN3 MHPOPMALIMOHHBLIX CCTEM, TOM 28, Ne 3, 2021

/
” r CanT XypHana: www.mais-journal.ru
i1

|
lnormation Sysem: THEORY OF DATA
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aBTOPOB XYTO>KECTBEHHBIX TEKCTOB
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VK 004.912 IMonyuena 4 mas 2021 r.
Hayunag craresa ITocne mopaborku 20 aBrycra 2021 r.
TTosHBIN TEKCT HA AHTIIUIICKOM S3BIKe IIpunsara x my6nukarmu 25 aBrycra 2021 r.

B craThe CpaBHMBAIOTCS XapaKTEPUCTUKM yPOBHEI CIMBOJIOB, CJIIOB M PUTMA A Bepu(UKanmyu aBTOPCTBA XymOXKe-
CTBEHHBIX TeKCTOB 19-21-ro BekoB. Koprmyca TeKcTOB cofepKaTr pparMeHTsI pPOMaHOB, KaXKIblil pparMeHT nMeeT pasMep
oxosto 50 000 3HakoB. {151 Kaxoro aBropa npusogurcs 40 ¢pparmenToB. PaccmartpuBarorcs 1o 20 aBTOPOB, MICABIINX Ha
QHTJINIICKOM, PYCCKOM, (PpaHIy3CKOM SI3BIKAX, I 8 MCIIAHOA3BIUHBIX aBTOPOB.

ABTOpBI CTaTb! MCIIONB3YIOT CYLLECTBYIOIE aJITOPUTMBI JJIs BHIYMCIEHMS IIOIYJISPHBIX B COBpEMEHHOI KOMIIBIOTEP-
HOJ JIMHI'BUCTUKE HU3KOYPOBHEBBIX XapaKTEPUCTMK M PACIPOCTPAHEHHBIX B XYJO0KeCTBEHHON JINTepaType pUTMIUe-
CKIX XapaKTepuCTuK. HuskoypoBHeBble XapaKTepPUCTUKIU BKJIIOYAIOT B ce0s N-rpaMMbI CJIOB, YaCTOTHI BCTPEUAEMOCTI
OyKB 1 3HAKOB IIyHKTYaI[Ull, CPeJHIO JJIMHY CJIOBA U IpPeIUIOKEeHMs U T. 1. PUTMMUecK1e XapaKTepUCTUKI OCHOBA-
HBI Ha JIEKCUKO-TPaMMaTIUYeCKIX CpefcTBax: aHadope, snudope, CUMILIOKe, allo3MoIIese, SIIaHAIeIICUCe, aHAXNUIITIO3NUCE,
IUaKoIle, SIIM3eBKCIICe, XM1a3Me, MHOTOCOK0311e, IIOBTOPAOIINXCA BOCKIMIATEIBHBIX 1 BOIPOCUTENBHBIX IIPeI0KEeHIAX.
JlaHHBIe XapaKTepPUCTUKN BKIIIOUAIOT B Ce0s YaCTOTHI ITOSBIEHNUSA OTAEJIbHBIX PUTMUYECKUX CPeACTB Ha 100 Impemiroxe-
HI, KOJIMUECTBO YHUKAIBHBIX CJIOB B aCIIEKTaX PUTMA, JOJIM CYLIeCTBUTENbHBIX, IpMJIaraTeJIbHbIX, HApeumil I IJIaroJI0B
B acrektax purMma. Bepuduxaus aBTopoB paccMaTpuBaeTcs Kak 3afada OuHapHOI Ki1accuuKanmm: MpUHaIIeKUT TEKCT
KOHKpPETHOMY aBTOpY MM HeT. B kauecTBe alropmrmoB Kiaccubukaunm paccMarpusaroTcs AdaBoost i HelipoceTs co
cioem LSTM. OkcriepuMeHTHI eMOHCTPUPYIOT 3¢ (PEeKTUBHOCTD PUTMUUECKMX XapaKTEPUICTUK IIpM BepupUKanmm KOH-
KpPeTHBIX aBTOPOB U IIPEBOCXOJCTBO KOMOMHALVII TUIIOB XapaKTEPUCTUK HaJ OTHEJbHBIMIU TUIIAMY XapaKTePUCTUK B
cpenueM. Jlyullee 3HaUeHMe TOYHOCTY, IMOJHOTHI U F-Mepnl mist kmaccuduraropa AdaBoost mpeseimraer 90%, Korna
KOMOMHIPYIOTCS BCE TPU TUIIA XapPAKTEPUCTUK.

KiroueBblIe coBa: CTIIOMETpHs; 00paboTKa eCTECTBEHHOTO S3bIKA; CTUJIMCTIUECKIEe XapaKTePUCTUKI; PUTMUUYeCKIIe
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Introduction

The authorship verification is the task of determination whether the text belongs to a given author or
not. It is based on the assumption that the author has the individual set of style markers that can distinguish
the author from others, but occurs in each of his/her texts [1].

In the state-of-the-art of the authorship verification and close text classification tasks there is no set of
style features that would be versatile for different texts. Some feature types like character-level, word-level,
and syntactic features appear in many investigations, but are often combined with more complex linguistic
features [2, 3]. Researchers admit that the influence of different types of features on the quality of text
classification remains underexplored [4].

Rhythm features are the subtype of the linguistic features that most often describe the style of literary
texts [5]. They can be applied for authorship verification [6], but are rarely compared with other feature
types [2].

The goal of this paper is comparing how different feature types affect the quality of the authorship
verification of literary texts. We analyse rhythm features and popular low-level features based on statistics
of text elements. The comparison is performed on the corpora of English, Russian, French, and Spanish
literary texts.

1. State-of-the-art

The task of authorship verification is usually performed for the texts from the Internet: news articles,
emails, reviews, etc. [2, 7].

In many cases the researchers modeled texts using only standard low-level features and experimented
with classification. Halvani et al. [8] used stylometric features based on n-grams. The verification was
realized by the determination of the proximity of the numerical feature vectors of the texts. Experiments
were conducted in five European languages: Dutch, English, Greek, Spanish, and German. The F-measure
varied from 67.37 % for Greek up to 83.33 % for Spanish. The method also showed good results at the PAN-
2020 competition [9].

Potha and Stamatatos [7] introduced an intrinsic profile-based verification method that apply latent se-
mantic indexing for topic modeling and low-level features: word and character n-grams. Then the algorithm
calculated the text model that represents all texts of the same author as a common vector. Then it identi-
fied the authors by searching for test texts the closest vector from the authors’ train ones. The researchers
compared in experiments corpora of prose, newspaper articles, reviews in four languages: Dutch, English,
Greek, and Spanish. The method achieved more than 80 % of the AUC.

Boenninghoff et al. [10] proposed a new neural network topology to identify whether two documents
with unknown authors were written by the same author. This approach showed the best results of the
precision, recall, and F-measure 84 % for short multi-genre social media posts.

Adamovic et al. [11] searched a wide range of word and character-based language-independent text
stylistic features. Then they applied the SVM-RFE feature selection method to remove redundant and ir-
relevant characteristics. Authorship verification of articles in four languages: English, Greek, Spanish, and
German showed a high result over 90 % of the accuracy.

To improve the quality of authorship verification and take into account domain peculiarities and the
authors’ idiolect, the researchers frequently applied linguistic features.

Al-Khatib and Al-qaoud [12] verified native and non-native speakers of online opinion articles. The
feature set included statistical and linguistic features: number of unique words, complexity, Gunning-Fog
readability index, character space, letter space, average syllables per word, sentence count, average sentence
length, and the Flesch-Kincaid Readability. The accuracy varied for text corpora from 47 % to 77 %.

Lagutina et al. [6] investigated application of rhythm features to the authorship verification of the
artistic prose. They found the features based on repetitions of words and sentences (anaphora, epiphora,
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aposiopesis, etc.) and verified authors of English, Russian, French, and Spanish prose. The F-measure
achieved from 60 % to 95 % for different authors and about 80 % in average.

The literary texts are usually analysed not in the authorship verification but in the close task of the
authorship attribution. For example, Stanisz et al. [13] created adjacency networks with words frequently
appearing in texts, and their co-occurrences as vertices and edges’ weights. Then the authors computed vari-
ous graph characteristics: clustering coefficients of vertices, an average shortest path length, an assortativity
coefficient, and modularity. The experiments showed the accuracy of 85-90 % for English and Polish books.

The analysis of the state-of-the-art papers shows the lack of comparison of different feature types with
linguistic ones, especially for artistic texts. The authors usually rely on standard statistical features based
on words and characters and try to extend them by relatively small number of syntactic, topical, or other
linguistic features. Deep linguistic features remains under-researched, most probably, because of their com-
plexity in search. Although such features are directly identify the author’s style [5] and can be the most
interpretable ones.

2. Style features

We compare three types of features: character-level, word-level, and rhythm-level ones. The first two
feature types are the popular effective features from the state-of-the art. The rhythm features describe the
specific style marks of the authors that frequently appear in literary texts.

Before feature calculation we search in plain texts the following elements:

+ Top-40 unigrams and top-40 bigrams of words among the text corpora. They will be used for computing

frequencies of occurrences for n-grams.

« Lexico-grammatical rhythm figures. For each text we found the lists of the following figures: anaphora,
epiphora, symploce, anadiplosis, diacope, epizeuxis, epanalepsis, chiasmus, polysyndeton, repeat-
ing exclamatory sentences, repeating interrogative sentences, and aposiopesis. Their definitions and
search algorithms are taken from the works of Lagutina et al. [6, 14]. The quality of figures search
achieves 80-95 % of precision.

We compute the following style features:

+ Character-level features:

— Average sentence length in characters including punctuation marks and spaces.
— Frequencies of occurrences of each letter among all letters. The uppercase letters are previously
reduced to lowercase ones.
— Frequencies of occurrences of each punctuation mark ( .!?:, etc.) among all punctuation.
« Word-level features:
- Average sentence length in words.
— Average word length in characters.
— Frequencies of occurrences of unigrams and bigrams among top-40 n-grams.

« Rhythm features:

— The density of the figure — the number of occurrences of the rhythm figure (anaphora, epiphora,
etc.) divided by the number of sentences.

— The fraction of unique words—words that appear only once in rhythm figures.

— The fraction of words of a particular part of speech (noun, verb, adverb, and adjective) in rhythm
figures.

All features are calculated separately for each text. Character and word-level features represent the base
statistics of the text style. Rhythm features represent the density and linguistic structure of the text rhythm.
So the text is modeled as the vector of statistical and linguistic features.
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3. Authorship verification
3.1. Design of authorship verification

After feature extraction we get the matrix where rows are texts of particular authors, columns are feature
types. We verify each author separately using the whole matrix for the author’s language. His/her texts are
labeled as belonging or not belonging to him/her. Then the binary classification is performed.

Two classifiers are compared: AdaBoost and Bidirectional LSTM. They have already show their quality
in solution of state-of-the-art text classification tasks [15].

The AdaBoost classifier combines the results of 50 Decision Tree classifiers. The Bidirectional LSTM neu-
ral network contains the Bidirectional LSTM layer with 64 units and a dense output layer with the sigmoid
activation function. The loss function is categorical cross-entropy, the optimization algorithm is Adam, the
number of epochs is 100.

In order to estimate the stability of classifiers, we apply the five-fold cross-validation technique: 80 %
of texts are the training samples, 20 % are the test ones. The estimation is performed with three standard
measures: precision, recall, and F-measure [16], and also their standard deviations.

The code for the feature selection and authorship verification is published at https://github.com/text-
processing/prose-rhythm-detector. It is written in Python programming language and uses Stanza 1.1.1
NLP library for text representation and determination of parts of speech. For the verification it uses Scikit-
Learn 0.23.2 and Keras 2.4.3.

3.2. Text corpora

We compare literary texts of four languages: English, Russian, French, and Spanish. The corpora were
created manually collecting famous works of famous authors written in their native language.

In order to make texts equal in size, we extracted 1-4 fragments with the size about 50 000 characters
including spaces from each prose text. In such a way each author is presented by 40 text fragments. English,
Russian, and French corpora contain texts of 20 famous authors of 19th—21st centuries, 800 texts per corpora.
The Spanish corpus has texts of 8 authors of 19-th—20th centuries, 320 texts in total.

4. Experiments

During experiments we compare features of three types: 36—43 character-level features (the letters differs
for corpora in different languages), 82 word-level features, and 17 rhythm features.

Comparing two classifiers, we discover that AdaBoost outperforms the neural network by 10-15 % of
precision, recall, and F-measure. Most probably, it happens due to the fact that the training sample has
the insufficient size for better performance of the LSTM network. So the tables in this section contains
classification quality for the AdaBoost algorithm.

Table 1 describes authorship verification quality for all feature types and their combinations. Ch means
character-level features, W — word-level ones, Rh — rhythm ones, + marks the combination of two feature
types, All — the combination of three feature types. Precision, recall, and F-measure are calculated as the
averages for all authors. Bold marks the lines with best quality and best F-measures.

From Table 1 we can see that rhythm features provide the good classification quality. It is lower by 3-
11 % of F-measure in the most cases, but has quite high values of 78-87 %. Besides, the number of rhythm
features is several times less than character- and word-level ones, so the relatively small number of specific
style parameters allow to achieve significant authorship verification quality.

Any combination of feature types improve quality by 2—14 %, but the combination of all types is slightly
higher than of the two types.

Authors of Russian, French, and Spanish texts in most cases are verified better than English. In English
and French texts the best feature type is character-level, In Russian and Spanish texts it is word-level.
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Table 1. Mean measure values of the authorship verification
Language Feature type Precision Recall F-measure

English Ch 87.8 80.7 84.1
English w 85.8 78.2 81.8
English Rh 82.0 74.2 77.9
English Ch+W 92.2 84.0 88.0
English Ch + Rh 90.8 80.9 85.6
English W + Rh 88.8 81.7 85.1
English All 94.7 854 89.8
Russian Ch 91.2 814 86.0
Russian w 92.0 81.9 86.7
Russian Rh 84.7 76.7 80.5
Russian Ch+W 96.9 86.7 91.5
Russian Ch + Rh 94.3 85.4 89.6
Russian W + Rh 92.2 82.6 87.1
Russian All 96.9 87.4 91.9
French Ch 93.7 86.5 90.0
French W 91.8 80.1 85.6
French Rh 83.5 75.9 79.5
French Ch+W 954 89.2 92.2
French Ch + Rh 96.2 86.6 91.2
French W + Rh 93.3 83.0 87.9
French All 97.5 90.0 93.6
Spanish Ch 89.9 85.0 87.4
Spanish w 92.3 87.9 90.1
Spanish Rh 88.5 86.3 87.4
Spanish Ch+W 92.5 87.8 90.1
Spanish Ch + Rh 94.5 88.8 91.6
Spanish W + Rh 93.7 88.6 91.1
Spanish All 94.1 90.0 92.0
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Table 2. Verification of English authors

Author Feature type Precision Stddev Recall Stddev F-measure Stddev
W. Scott Ch 95.4 8.4 88.0 6.9 88.5 5.7
W. Scott w 95.9 6.6 91.7 9.0 92.1 5.9
W. Scott Rh 89.6 5.6 88.8 5.6 89.1 5.5
W. Scott Ch+W 99.5 0.3 92.6 11.6 91.9 7.6
W. Scott Ch + Rh 98.1 2.2 76.9 16.6 89.1 2.7
W. Scott W + Rh 98.1 2.2 94.2 7.7 88.7 12.6
W. Scott All 97.7 33 93.5 6.1 95.2 4.6
Z. Smith Ch 94.4 10.0 86.8 16.6 82.6 10.5
Z. Smith W 48.4 0.5 57.2 10.1 59.1 20.4
Z. Smith Rh 62.0 6.7 62.5 7.8 63.4 54
Z. Smith Ch+W 89.0 19.8 83.2 21.0 87.0 11.8
Z. Smith Ch + Rh 90.2 114 85.0 14.6 82.7 10.7
Z. Smith W + Rh 53.5 10.2 67.7 19.1 52.0 5.5
Z. Smith All 99.3 0.6 77.3 13.5 66.4 16.4
N. Gaiman Ch 91.5 7.7 77.5 114 64.5 11.2
N. Gaiman \%% 64.2 9.6 66.8 12.2 67.5 15.5
N. Gaiman Rh 81.5 6.7 74.6 10.3 78.7 8.0
N. Gaiman Ch+W 94.5 5.6 68.7 12.4 81.3 6.5
N. Gaiman Ch + Rh 92.5 7.5 69.5 13.8 82.2 8.6
N. Gaiman W + Rh 94.3 8.5 69.1 12.6 74.1 7.3
N. Gaiman All 90.0 7.5 75.1 12.6 80.8 8.7

Table 3. Verification of Russian authors

Author Feature type Precision Stddev Recall Stddev F-measure Stddev
M. Bulgakov Ch 84.2 19.9 66.7 10.5 66.4 154
M. Bulgakov A% 76.0 22.4 68.2 11.2 83.8 18.7
M. Bulgakov Rh 73.7 22.6 68.3 13.0 68.5 17.6
M. Bulgakov Ch+W 99.3 0.5 76.7 12.2 82.3 11.9
M. Bulgakov Ch + Rh 89.0 19.5 74.0 13.1 81.9 9.6
M. Bulgakov W + Rh 75.7 22.0 60.0 8.8 75.2 13.2
M. Bulgakov All 89.2 19.9 78.2 19.3 78.2 18.4
N. Leskov Ch 99.3 0.6 70.7 12.2 69.1 11.5
N. Leskov W 89.3 19.9 72.8 17.3 75.2 21.8
N. Leskov Rh 85.0 8.9 78.7 8.4 80.7 11.7
N. Leskov Ch+Ww 94.5 10.0 77.5 12.2 87.7 6.7
N. Leskov Ch + Rh 88.4 13.1 80.1 16.5 87.8 10.8
N. Leskov W +Rh 824 21.0 82.0 16.5 914 5.6
N. Leskov All 89.5 20.7 85.3 18.1 96.6 6.8
A. Prokhanov Ch 98.0 3.2 98.8 2.2 89.0 19.7
A. Prokhanov W 96.9 34 94.1 4.9 96.0 6.7
A. Prokhanov Rh 98.1 3.2 98.9 1.7 96.3 3.6
A. Prokhanov Ch+W 98.2 3.3 98.5 2.8 97.9 2.9
A. Prokhanov Ch +Rh 99.9 0.2 98.6 2.9 96.7 3.2
A. Prokhanov W + Rh 96.1 4.5 95.7 3.7 97.1 2.5
A. Prokhanov All 96.9 5.6 93.1 8.6 98.4 2.0
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Table 4. Verification of French authors

Author Feature type Precision Stddev Recall Stddev F-measure Stddev
S. Colette Ch 95.2 1.4 94.1 2.2 96.3 2.9
S. Colette \W% 94.1 3.3 88.3 35 92.6 3.8
S. Colette Rh 92.3 3.7 88.1 3.6 90.2 4.6
S. Colette Ch+W 97.0 1.8 96.1 2.3 95.6 2.0
S. Colette Ch +Rh 99.6 0.2 95.1 3.9 98.1 2.2
S. Colette W + Rh 96.0 1.8 94.2 5.2 95.0 3.6
S. Colette All 99.6 0.3 97.7 3.4 98.6 1.2
V. Hugo Ch 94.9 4.7 81.7 7.2 81.4 6.7
V. Hugo W 92.4 6.0 73.3 6.7 80.4 3.9
V. Hugo Rh 73.1 8.5 66.1 3.8 70.3 8.4
V. Hugo Ch+W 99.0 0.7 80.3 6.2 83.3 8.1
V. Hugo Ch + Rh 94.9 5.6 76.6 10.7 88.6 4.6
V. Hugo W +Rh 85.1 14.0 75.9 6.2 82.4 6.8
V. Hugo All 93.9 5.8 85.0 5.8 83.9 11.9
A. Exupery Ch 96.1 6.4 80.3 16.7 67.6 10.7
A. Exupery W 89.2 20.1 63.8 19.7 65.2 20.6
A. Exupery Rh 99.3 0.5 69.2 11.7 70.5 12.0
A. Exupery Ch+W 84.3 20.1 78.5 16.6 82.4 18.6
A. Exupery Ch + Rh 89.6 20.0 73.6 17.0 81.7 12.6
A. Exupery W + Rh 99.3 0.5 58.3 10.6 65.5 15.9
A. Exupery All 99.6 0.3 75.3 8.5 91.4 15.0

Table 5. Verification of Spanish authors

Author Feature type Precision Stddev Recall Stddev F-measure Stddev

V. Ibanez Ch 92.8 2.0 88.5 4.9 90.0 8.0
V. Ibanez A% 98.2 1.5 94.6 3.7 97.1 2.2
V. Ibanez Rh 96.7 3.3 95.1 3.9 93.0 3.2
V. Ibanez Ch+W 95.1 4.0 95.6 4.2 95.4 2.2
V. Ibanez Ch + Rh 96.9 2.1 94.8 1.3 96.3 3.0
V. Ibanez W + Rh 99.3 0.6 99.2 1.2 99.2 1.0
V. Ibanez All 994 0.8 97.4 1.7 98.5 1.8
J. Dicenta Ch 79.3 24.5 79.8 24.4 71.1 19.7
J. Dicenta \W% 79.1 244 85.0 20.0 88.3 11.7
J. Dicenta Rh 82.4 21.3 62.9 19.8 61.1 14.6
J. Dicenta Ch+W 78.8 24.7 70.0 194 79.5 19.9
J. Dicenta Ch + Rh 89.2 20.0 65.0 20.0 78.2 23.8
J. Dicenta W + Rh 89.4 20.1 70.0 24.5 74.4 20.9
J. Dicenta All 79.4 24.9 60.0 20.0 71.1 19.7
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Tables 2—4 illustrate the typical cases of the authorship verification. Columns “Std dev” contain standard
deviations of the measures in the left.

Almost all authors have very high precision of verification 78-99 %. Recall is varied significantly more:
60-98 %.

Several authors are verified with high quality 88-96 % of the F-measure by any feature type: W. Scott, A.
Prokhanov, S. Colette, V. Ibanez. The combination of feature types improves classification even more up to
96-99 %. We can say that the chosen features describe the style of such authors quite effectively.

Several authors are verified with lower quality 66—-88 % of the F-measure: Z. Smith, M. Bulgakov, V. Hugo,
J. Dicenta. They also have very high standard deviations of 10-20 %. We can point out the feature types that
provide quite good precision and recall (usually there are word-level features or combinations with them).
But we can conclude that the proposed feature set does not describe common details in the style of such
authors.

For some authors the F-measure grows significantly for combination of features. For example, texts
of N. Leskov are verified with 69-80 % of F-measure, combinations of two feature types provides the F-
measure of 87-91 %, and the combination of all features allows to achieve the best value of 96 %. Besides,
the N. Leskov’s style is better described by rhythm features than by others, because rhythm features provide
higher F-measure of 80 % against 69 % and 75 %. Texts of A. Exupery show the same tendencies.

Several authors are verified significantly better by rhythm features than by statistical ones, for example,
N. Gaiman, N. Leskov, A. Exupery.

Thus, all feature types can provide good verification quality. The specific linguistic features — rhythm
features — achieve in many cases high precision, recall, and F-measure with small standard deviations. So
they are as useful and stable style markers as standard statistical features: character and word level ones.

Verification of particular authors shows that the many authors have the same style in different fragments.
They can be successfully separated from others using only one feature type or the combination of standard
and rhythm features. Nevertheless, texts of several authors are verified with very high standard deviations,
so there are needed other linguistic features to verify reliably their text fragments.

Conclusion

We applied three types of style features: character, word, rhythm-level features, and their combinations
to the authorship verification of literary texts in English, Russian, French, and Spanish. Experiments revealed
the same tendencies for all four languages. In average combinations of features provide higher classification
quality than the single feature type. Moreover, rhythm features are almost as good style markers as popular
low-level features.

The more detailed analysis of authorship verification allowed to discover the fact that many authors
write text fragments in the same style, so they can be successfully verified by the single feature type or by
the combination. But several authors are verified with significantly lower quality than others. The future
investigations can be devoted to the error analysis of classification of their texts and search of the larger set
of linguistic style markers that help to verify more authors.
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