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Abstract.

Error estimates of finite element methods for reaction-diffusion problems are often realized in the
related energy norm. In the singularly perturbed case, however, this norm is not adequate. A different
scaling of the H' seminorm leads to a balanced norm which reflects the layer behavior correctly.
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1. Introduction

We shall examine the finite element method for the numerical solution of the singularly
perturbed linear elliptic boundary value problem

Lu=—cAu+cu=f inQ=(0,1)x(0,1) (1a)
u=0 on 0, (1b)

where 0 < ¢ < 1 is a small positive parameter, ¢ > 0 is (for simplicity) a positive
constant and f is sufficiently smooth.

The problem has a unique solution u € V = H}(Q) which satisfies in the energy
norm

lulle = e*July + [lullo < 1| £llo- (2)

Here we used the following notation: if A < B, there exists a (generic) constant C'
independent of ¢ (and later also of the mesh used) such that A < C' B. The error of a
finite element approximation u” € VN C V satisfies

N . N
o=l % minflu=o"].. 8
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When linear or bilinear elements are used on a Shishkin mesh, one can prove for the
interpolation error of the Lagrange interpolant u! € V

Ju—u'|. < (eY*N"'InN + N72). (4)

It follows that the error u — u!¥ also satisfies such an estimate.

However, the typical boundary layer function exp(—x/c'/?) measured in the norm
| - ||z is of order O(¢'/*). Consequently, error estimates in this norm are less valuable
as for convection diffusion equations where the layers are of the structure exp(—z/¢).
Wherefore we ask the fundamental question:

Is it possible to prove error estimates in the balanced norm

lollo = ol + [lvllo 7 ()

2. The basic error estimate in a balanced norm and
some extensions

The mesh QV used is the tensor product of two one-dimensional piecewise uniform
Shishkin meshes. Le., QY = Q, x Q,, where Q, (analogously ©,) splits [0,1] into
the subintervals [0, A.], [A\z,1 — A;] and [1 — A;, 1]. The mesh distributes N/4 points
equidistantly within each of the subintervals [0, A\,], [I — A;, 1] and the remaining points
within the third subinterval. For simplicity, assume

A=\ =\, =min{l1/4, \p\/e/c*In N} with \g =2 and ¢* < c.

Let VY C H}(€) be the space of bilinear finite elements on QV or the space of linear
elements over a triangulation obtained from Q¥ by drawing diagonals.
A standard formulation of problem (1) reads: find u € V| such that

e(Vu, Vv) + c(u,v) = (f,v) Yv e V. (6)

By replacing V in (6) with V¥ one obtains a standard discretization that yields the
FEM-solution «". The following estimates for the interpolation error of the Lagrange
interpolant hold true:

|u —u'ljp < N2, Y4y —ully, < N"'InN (7)
and

HU'_UIHOO,QO j N_27 ||u_u1||0079\90 j (N_l IHN)Q, (8)

here Qy = (Az,1 — A;) x (A, 1 —A,). Let us also introduce 2y := Q \ .
Instead of the Lagrange interpolant we use in our error analysis the Ly projection
7mu € VY from u. Based on

u—u =u—7mu+mru—u
we estimate & = mu — u':

16112 = el VE[ + e li€ls = e(V(mu —u), VE) + ¢ (tu — u, ).
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Because (rmu — u, &) = 0, it follows
Imu — uN| < |u — 7l (9)

If we now could prove a similar estimate as (4) for the error of the Ly projection, we obtain
an estimate in the balanced norm because we have already an estimate for ||u — uy||o-

Lemma 1. The error of the Ly projection on the Shishkin mesh satisfies
| — mul|os < |l — ' ||oo, Y4 u —wuly < N71(In N)*/2. (10)

The proof uses the L.-stability of the Ly projection on our mesh [4]. Inverse inequalities
are used to move from estimates in W1 to Ly, for details see [5].
From Lemma 1 we get

Theorem 1. The error of the Galerkin finite element method with linear or bilinear
elements on a Shishkin mesh satisfies

|u—uM|, < N"'(InN)*? + N2, (11)

Remark that for Q); elements with & > 1 one can get an analogous result.
It is easy to modify the basic idea to the singularly perturbed semilinear elliptic
boundary value problem

Lu=—eAu+g(,u)=0 inQ=(0,1)x(0,1) (12a)
u=0 on 0f). (12b)

We assume that ¢ is sufficiently smooth and dyg > > 0.
A standard weak formulation of our semilinear problem reads: find u € V', such that

e(Vu, Vo) + (g(-,u),v) =0 Yo eV (13)

By replacing V in (13) with V¥ one obtains a standard discretization that yields the
FEM-solution «V. In the error analysis we now use the projection wu defined by

(g(-,mu),v) = (9(-,u),v) forallve VN, (14)
Our assumption 0yg > p > 0 tells us immediately that 7u is well defined, moreover

— < inf — . 15
= wullo % inf[lu = vl (15)

It follows from the definition of our projection
Imu — uN| < |u — 7l (16)

If we now could prove a nice estimate for our projection error in the H' seminorm, we
would obtain an estimate in the balanced norm because it is easy to estimate ||u — uy||o-
Based on Taylors formula we can prove

Lemma 2. The projection defined by (14) is Lo, stable.
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Similarly as in the linear case we get

Lemma 3. The projection error of (14) on the Shishkin mesh satisfies
lu— mulloo < |Ju—ul||lso, Y4 u—7u)y < N7(In N)*2, (17)
Consequently, we get the same error estimate as in Theorem 1 also in the semilinear
case.
Next we consider the anisotropic problem
—EUgy + Uyy + cu = f in Q=(0,1) x (0,1) (18a)
u=0 on 0f). (18b)

Now we have only boundary layers at x = 0 and x = 1. If we want to estimate the error

in the balanced norm

1/4|

[vllp.0 = & lluallo + luyllo + [lullo,

we start for € := mu — u” from

ell€allo < e((mu —u)s, &) + ((ru — w)y, &) + ¢ (7w — u, §).

Now we define in the anisotropic case the projection onto the finite element space by
((ru =)y, &) + ¢ (ru—u,€) =0 Vg € VY,

Consequently it remains to estimate for that projection ||(7u—u),|lo. But the projection
satisfies
v =7 (7" v),

where 7% is the one-dimensional L, projection and 7¥ the one-dimensional Ritz projection
(with respect to a non-singularly perturbed operator on a standard mesh), compare [2].
Consequently, the projection is L., stable and we can repeat our basic idea to prove
estimates in the balanced norm.

3. Supercloseness and a combination technique

We come back to the linear reaction-diffusion problem

Lu=—cAu+cu=f in 2=(0,1) x (0,1) (19a)
u=70 on 0f). (19b)

For bilinear elements on the corresponding Shishkin mesh it is well known that we have
the supercloseness property (assuming Ay > 2.5)

[u —u'[|l. = (£A(NT'InN)2+ N7?). (20)

Can we prove a supercloseness property with respect to the balanced norm?
With vy := v — ITu we start from

€|7JN|% +c ||vN||(2) < e(V(u—Tu), Voy) + ¢ (u — Hu, vy).

Next we use the decomposition of u into a smooth part S and the layer terms F, i.e.,
u = S+ FE, decompose also [Ty = IIS +IIE and use different projections into our bilinear
finite element space for S and E. We choose:
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o I1S € V¥ satisfies (with given values on the boundary)

(ILS,v) = (S,v) Vv e V{".

e [IF is zero in €y and the standard bilinear interpolation operator in the fine
subdomain with exception of one strip of the width of the fine stepsize in the
transition region

With this choice we obtain

eloy|? + ¢ ||UN||(2) = e(V(u—1u), Voy) + ¢ (E —11E,vx)q, .
In the second term we hope to get some extra power of ¢, in the first term we want to apply
superconvergence techniques for the estimation of the expression (V(E — IIE), Voy).
First let us remark that I1E satisfies the same estimates as the bilinear interpolant E’
on Q; and (based on Lin identities)

e|(V(E —11E), Voy)| = N2/ 4|uy);.

It is only a technical question to prove that for our modified interpolant using the fact
that E is on that strip is as small as we want and that the measure of the strip is small
as well.

Summarizing we get the supercloseness result

eY4uN — Muly < /AN~ + (N "'In N)2

It is no problem to estimate the Lo error.

Next we present an application of the supercloseness result to the combination technique.
We analyse the version of the combination technique presented in [1].

Writing N for the maximum number of mesh intervals in each coordinate direction,
our combination technique simply adds or subtracts solutions that have been computed
by the Galerkin FEM on N x /N, v/N x N and v/N x v/ N meshes. We obtain the same
accuracy as on a N x N mesh with less degrees of freedom. In the following we use the
notation of [1].

In the combination technique for bilinear elements we compute a two-scale finite
element approximation u% 5 by

N N

U —uN7N+u U

NN NN

NN T
Later we will choose N = v/N. We proved (in our new notation)
lu —unn|p = NH(In N)¥2? + N2, (21)

The question is whether or not u% ¢ satisfies a similar estimate (in the case N = V/N).
And indeed our supercloseness result yields finally

H“%N —unn|lp < eANTV2 L N In N, (22)
That means so far we can only proof the desired estimate for the combination technique
ife < N2,
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4. A direct mixed method

The first balanced error estimate was presented by Lin and Stynes [3] using a first order
system least squares (FOSLS) mixed method. For the variables (u, ¢) with —g = Vu and
its discretizations on a Shishkin mesh they proved

51/4|(j—(jN|1+Hu—uNH0jN’llnN. (23)

Introducing ¢ = —Vu, a weak formulation of (1) reads:
Find (u,q) € V x W such that

e(div g, w) + c(u, w) = (f,w) for all w € W, (24a)
e(q,v) — e(divo,u) =0 for all v € V, (24b)

with V' = H(div,Q), W = L*(Q).

For the discretization on a standard rectangular Shishkin mesh we use (u”,g") €
VN x W, Here W is the space of piecewise constants on our rectangular mesh and
VN the lowest order Raviart-Thomas space RTy. That means, on each mesh rectangle
elements of RT, are vectors of the form

(span(1,z), span(1,y))".
Our discrete problem reads: Find (v, g") € V¥ x W¥ such that

e(div @, w) + c(u™,w) = (f,w) for all w € WY, (25a)
e(@V,v) —e(divo,u™) =0  forall v e VYV, (25b)

For the error estimation we introduce projections IT: V + V¥ and P : W — W,
As usual, instead of u — u" and ¢ — ¢V we estimate Pu — u” and Il — ¢V, assuming
that we can estimate the projection errors. And indeed we can finally prove

g —g"lo = N"'InN, Y4 Vu—¢g"[o = N InN. (26)
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Annoramusi. OUEHKH IIOIPEITHOCTH METOI0B KOHEYHBIX 9JIEMEHTOB JJIs 33189 peakiuu-auddy3uun
YacTO IPOU3BOJATCH B COOTBETCTBYIOIIEH HepreTndeckoir HopMe. OIHAKO JIJIsi CUHTYJISIPHO-BO3MYIIIEH-
HOTO CJIyuasl TaKas HOPMa, He aABJISeTC ajeKkBaTHoi. Ilepemacinrabuposanue H '-1oIyHOPMBI IPUBOIHT
K cOaJIaHCUPOBAHHOM HOPMe, KOTOPas MPABUJIBHO OTPAXKAeT IIOBEJIEHUE IIEPEXOIHOIO CJIOS.
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